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Routeing Control Information in an ODMA Relay Node








1. Introduction


A key feature of ODMA is the probe mechanism used by ODMA relay nodes to detect suitable neighbours that may be used as relays during a call. The probe mechanism involves each node transmitting and receiving probe messages on a common control channel, termed the ODMA random access channel (ORACH), and results in the construction of a connectivity table at each node. This table is used to subsequently route data across the network in a dynamic manner without incurring significant overhead.





This contribution describes a possible data storage mechanism for routeing tables and how they may be updated.








2. Local and End-to-End Connectivity


The ODMA probing mechanism establishes two levels of connectivity within each node: local connectivity and end-to-end connectivity.





Local Connectivity


Local connectivity enables a node to select the best hop (and system parameters for this hop) from a  number of local nodes (neighbours) within a single relay or hop.





Broadcast probe messages transmitted on the ORACH will consist of several physical layer characteristics such as TX power, background noise level, pathloss, etc. Appendix A details the contents of broadcast probe messages. These fields allow a node receiving a broadcast probe message from a neighbouring node to derive a local connectivity indicator for that neighbour. A node maintains a list of local connectivity indicators for each neighbouring node. This neighbours list is included in broadcast probes (see Appendix A). Thus using this broadcast probe (containing a neighbour list) a node can derive local connectivity information for up to two hops away.








End-to-End Connectivity


Nodes acting as recipients of data (i.e. final destination IDs for data) will also be included in the neighbours lists transmitted in broadcast probes (see Appendix A). In this way nodes are able to derive end-to-end connectivity information for particular destination IDs and include this information in their routeing tables.








3. Routeing Tables


As described above, ODMA nodes are required to maintain both local and end-to-end connectivity information to efficiently relay data. It is possible to conceptually view this information as being stored in two linked tables as shown in Tables 1 (a) and (b). 





The first table details the end-to-end connectivity information in the form of gradients. 


A gradient is the cumulative cost of transmitting data via a number of relay links to a particular destination. A cost function is used to calculate the gradient for a particular destination. This functions will depend on a number of parameters such as the cumulative power required to reach a destination ID, resource utilisation on relay links, number of relays, etc. Each node will update the gradient associated with a particular destination ID every time it receives a probe from a neighbour containing the destination ID. As Table 1 (a) shows, one gradient is stored and updated for each neighbour which reports a gradient for the destination ID 





Each gradient will have an associated timestamp updated every time the gradient is re-calculated which is used to indicate its reliability. Thus if a gradient is not updated it will be degraded through time. Note, the ability to update a gradient is directly related to the probing rate between neighbours.





Local connectivity information will be maintained in a second, linked table (Table 1 (b)) which contains data related to a node’s neighbours. This data includes the power required to reach a neighbour, the timestamp of the last probe message received from that neighbour and optionally its second tier of neighbours.
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End-to-end connectivity table
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Local connectivity table





Table 1. Example of tables that contains routeing information








The dimensions of these routeing tables (i.e. n and N) will depend on several factors such as required performance characteristics, environment and the distribution or density of relays. It is expected that these dimensions can be tailored to suite the operational requirements of an operator or any implementation constraints.








4. Possible Routing table implementation


The following two examples illustrate a possible routing table implementation using a linked-list structure.


�


Figure 1. Implementation of routing table in the UE





The following Figure 2 illustrates the routing table implementation using linked-list in a RNC.





In the RNC tables will be required to derive ODMA routing through the NodeB’s, Sectors, and potentially through Gateway ODMA relay nodes.





�


Figure 2. Linked list implementation of routing table in the RNC 





5. Conclusions





The example table structures illustrate how ODMA routeing information may be easily managed within the UTRAN and ODMA relay nodes.













































































6. Appendix A





Content of Broadcast and Addressed Probe Messages





Two types of probe messages have been defined for ODMA: addressed and broadcast probes. Broadcast messages are transmitted to a collection of local nodes. The transmission power of these messages is chosen such that the minimum signal to noise ratio (SNR) required to successfully receive the message is at least achieved at all nodes. Addressed probes are addressed for particular nodes, hence the transmit power of these messages is chosen such that the minimum SNR required for successful reception is achieved at the intended recipients receiver. 





The transmit power required for addressed and broadcast probes is derived from the reception of previous broadcast probes from nodes which (as shown below) indicate the background noise level of the recipients receiver and the transmitted power of these messages.





The format of addressed and broadcast probe messages is similar. The table below shows the contents of probe messages and indicates any differences between the two types described above.
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Field�
Length (bytes)�
Description�
�
Sending ID�
(*) �
ID of transmitting UER�
�
Receiving ID�
(*)�
ID of receiving UER, 0 = broadcast.�
�
TX power�
1�
TX power of UER in dBm�
�
Local path loss�
1�
Path loss between transmitting and receiving UER (addressed probes only)�
�
Background RSSI�
1�
Background RSSI at transmitting UER in dBm�
�
Requested RX/TX channel�
1�
Requested RF channel number of dedicated TCH�
�
Neighbour Routing Flag�
1�
Type of UER (used to enhance routing)�
�
Neighbour Data List�
ID (*) +


TX_power_requd (1) +


Neigh_flag (1)





�
List of neighbours with routing data for UER, where: ID is the ID of neighbouring UER, TX_power_requd is the combined or direct TX power required to reach neighbouring UER and Neigh_flag indicates the type of the neighbouring UER i.e. direct neighbour, indirect neighbour or destination ID.�
�
Message segments�
X�
0, 1 or more message segments, of any type, originated or destined for any ID, which may include user data�
�



(*) Address field sizes are for further study within 3GPP RAN. 
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