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Introduction
In RAN#85, the following agreement was made with regard to quasi-cyclic LDPC codes.

	Agreement:
· For the purpose of study and comparisons, quasi-cyclic like LDPC codes  are defined as follows: 
· The Parity check matrix of Quasi-cyclic like LDPC Codes is defined at least by a matrix H of size (mb×z)×(nb×z), which consists of sub-block matrices of size z×z,  where each sub-block matrix is composed by circularly shifted matrices or zero matrices. Wherein, mb, nb and z are integers larger than 1.
· The values of mb, nb and z  are FFS. 
· Companies providing evaluations or proposals for LDPC codes are encouraged to show how:
· Multiple code rates and multiple code sizes would be supported, 
· Suitable granularity of  information block size and code rate would be supported,
· How to support HARQ with/without IR.




In this paper, we present a set of quasi-cyclic LDPC codes designed for NR. Simulation results of the LDPC code design is shown as well.
The following parameters are used, which closely follow the simulation assumptions agreed for eMBB>
· Code rate: 1/5, 1/3, 2/5, 1/2, 2/3, 3/4, 5/6, 8/9
· Info. block length (bits w/o CRC): 100, 400, 1000, 2000, 4000, 6000, 8000
Information block lengths of 100 and 400 bits are not simulated in this contribution. It is known that LDPC code performance is inferior to turbo codes for small information block size, as well as low code rate (e.g., R<=1/2). It is preferable that turbo codes are used for info block sizes like 100 and 400 bits. Transmissions that use K=100 and 400 bits clearly do not require high throughput LDPC decoder implementation.

Description of the LDPC Code Design
We consider a family of rate-compatible LDPC codes based on protographs, which was first proposed in [1]. The LDPC codes are designed for a high rate and then expanded to achieve lower rate codes. 
The LDPC codes considered here are similar to the protograph-based raptor-like LDPC codes proposed in [2]. The base matrix depicted in Figure 1has the form
,
where A and B are matrices describing the protograph, 0 is a zero matrix of proper size, and I is the identity matrix with as many rows as B. All variable nodes not involved in A and B, in the following denoted the incremental redundancy (IR) variable nodes, have degree 1. The protograph is lifted in two steps, first with arbitrary permutation matrices of size 3x3 and then with circulant matrices of size Z × Z. After the first lifting, the part of A corresponding to parity bits is replaced with a bidiagonal structure of degree two variable nodes to facilitate linear time encoding. The two-stage lifting gives rise to a larger base matrix, but apart from a few parity nodes in A, the different types of connections in the matrix will be the same as if a one-stage lifting were employed, and the same level of parallelism can be achieved as for a code based on a one-stage lifting of a smaller base matrix

The first 3 × Z systematic variable nodes are punctured, a structure that has been shown to reduce the threshold of the code [3]. The remaining variable nodes involved in A and B are always transmitted as well as the first 3 × Z variable nodes of the incremental redundancy part. This gives the highest rate code. The rate may be reduced by transmitting additional variable nodes from the incremental redundancy part. Check-nodes connected to the variable-nodes of the incremental redundancy part that are not transmitted can be deactivated when decoding.
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[bookmark: _Ref458797878]Figure 1. Illustration of LDPC code structure.
Proposal: Puncturing of high-column weight systematic bits can be designed in to improve LDPC code performance.

Granularity of Code Rates
The code corresponding to the submatrix A has rate 8/9, and the code corresponding to the full matrix has rate 1/3. To reach lower rates, , repetition based on a circular buffer is used, excluding the punctured variable nodes marked in yellow in Figure 1. To support the same number of retransmissions as in LTE, it is necessary to have a family of rate compatible codes spanning a large set of rates. For example, for an initial transmission of rate 8/9 the final code rate after two retransmissions is approximately 0.3. We have the following observation and proposal
It is observed that the proposed LDPC code is capable of supporting IR HARQ with minor performance loss, ranging from high very code rate (e.g., R=8/9) to very low code rate (e.g.,R=1/5). Hence H matrix design is not of concern in determining the range of sizes and rates that should be defined for LDPC of NR. Other considerations, especially implementation complexity analysis, should be the determining factor.


Granularity of Code Sizes
The entries in  corresponding to non-zero sub-blocks take values between 0 and  = 168. To generate shorter codes the matrix can be lifted using smaller values of . To find the base matrix  for a smaller Z the following formula is used:

where  If an entry is larger than , this is equivalent to the right shift of the binary representation of  by  steps.
The different values of  are {21, 42, 84, 128, 168}, corresponding to information block sizes of ={1008, 2016, 4032, 6144, 8064}. For finer granularity in k, shortening can be employed.
The simulation study shown here proves that the shift size derivation above is useful in deriving H matrices for multiple Z.
Observation 1 A Simple shift of binary representation of shift sizes of Zmax can be used to generate a family of H matrices of various lifting sizes Z.

LDPC Code Performance
The constructed H matrices are simulated for code rates ranging from 1/5 to 8/9.  For easy calibration, we used the sum-product algorithm with flooding schedule, running a fixed number of 30 iterations. 
As shown in [11], the performance of LDPC codes is strongly affected by how the sum-product algorithm is approximated, and the number of decoding iterations. The performance shown in this section shall be considered the upper bound of the LDPC decoding performance. Performance degradation is expected when a low-complexity implementation, such as min-sum or min-sum with adjustment, is used, see [7][8][11]. When comparing LDPC performance with turbo code performance, the sum-product performance shown here should not be used. Instead curves produced by min-sum (possibly with adjustment) should be used for comparison between two code types.
In general, it is more difficult to approach optimal sum-product decoding performance at low code rates (e.g., R<1/2) than at high code rate. At low code rate, a higher complexity BP approximation, such as -3-min, is required to achieve reasonably good LDPC decoding performance.
We compare our LDPC Performance with the Turbo codes performance The Turbo codes were simulated using the max-log-map approximation with a 0.75 scaling factor and 8 Turbo iterations   
Taking the above discussion and the simulation results below into account we observe:
Observation 2 LDPC codes are competitive with Turbo codes at high code rates, but perform worse at low code rates.
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Figure 1. LDPC code performance.
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Conclusion

[bookmark: _GoBack]In this contribution, we present a set of LDPC codes designed according to simulation assumption of eMBB for NR.  Based on the discussion, we have the following observations:

Observation 1 A Simple shift of binary representation of shift sizes of Zmax can be used to generate a family of H matrices of various lifting sizes Z.
Observation 2 LDPC codes are competitive with Turbo codes at high code rates, but perform worse at low code rates.
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Appendix. Parity Check Matrices
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