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Introduction
In the RAN1 #85 meeting, it was agreed that companies providing evaluations or proposals for LDPC codes are encouraged to show how; 1) Multiple code rates and multiple code sizes would be supported, 2) Suitable granularity of  information block size and code rate would be supported, 3) To support HARQ with/without IR [1].
The puncturing of some codeword bits is a well-known technique to easily support variable code rates. For example, LTE turbo codes can support code rates larger than 1/3 by puncturing the code-rate 1/3 mother code [2]. Since we use the same decoder for turbo decoding regardless of how many bits haven been punctured, the decoding complexity for the punctured turbo code is not decreasing. However, some structured LDPC codes can provide an efficient decoder which reduces the decoding complexity, furthermore, they can easily support HARQ with incremental redundancy (IR).
In this contribution, we will introduce a special structured LDPC code and discuss the design aspects of LDPC codes so as to show that LDPC coding is very flexible channel coding scheme comparable to turbo coding in terms of rate-compatibility.
Quasi-Cyclic LDPC Codes 
1 
2 
Quasi-cyclic LDPC codes 
A quasi-cyclic (QC) LDPC code is characterized by the parity-check matrix which consists of small square blocks which are the zero matrix or circulant permutation (right-shifted identity) matrices. Let  be the  permutation matrix defined by

Note that  is just the circulant permutation matrix which shifts the identity matrix  to the right by  times for any integer , . For simple notation, we denote the  zero matrix  by.
Let  be the  matrix given by 

where  are exponent indices of permutation matrices,  and  are the numbers of column and row blocks, respectively. When  has full rank, we can assign  information bits to some  column blocks. (For our convenience, we call these  column blocks information column blocks). Then the code with parity-check matrix  is referred to as a QC LDPC code. Furthermore, let  be the expoment matrix of  given by

Note that for simple notation, we assume that a small square block in the parity-check matrix is corresponding to one zero or permutation matrix in this contribution. However, in general, a small square block can be corresponding to multiple permutation matrices. 
An example of a parity-check matrix for a  QC LDPC code with  and  is given by 

where  is the  zero matrix and  is the  identity matrix.
Lifting for supporting variable length
One advantage of QC LDPC codes is supporting length-compatibility since QC LDPC codes of variable length can be easily obtained by adjusting the size of circulant permutation matrices in . When adjusting the size of circulant permutation matrices according to the target code block size, each exponent indices can be easily calculated by the specified formula. For example, we can obtain the exponent matrix  for the parity-check matrix  from the exponent matrix  for the parity-check matrix  as follows: 
[Lifting]

Here,  is the parity-check matrix consisting of  circulant permutation matrices and/or zero matrices for given integer  and  is an integer function of  and . For example, in [3],  is defined by modulo function as follows:

Figure 1 provides demonstrating the lifting technique to support variable information block and code sizes. More details are presented in [4] and [5]. Especially, we can find in [4] that the lifting provides a stable performance according to the change of information block sizes, as compared with turbo codes. .
[image: ]
 Figure 1. Lifting technique for length compatibility
Proposed Structure for Rate-Compatible QC LDPC Codes   
3 
Single Parity-Check Extension 
In [6], we proposed a brief structure of QC LDPC codes based on a concatenation with single parity-check codes, as depicted in Figure 2. Submatrix 1 in Figure 2 means the parity-check matrix of a small QC LDPC code with high rate. The whole parity-check matrix in Figure 2 can be obtained by concatenating the QC LDPC code and many single parity-check codes. The more single parity-check codes are concatenated, the lower rate QC LDPC codes can be obtained. Note that the multiple single parity-check codes can be also defined as a quasi-cyclic form. 
[image: ]
Figure 2. Single Parity-Check Extension (Concatenation of Single Parity-Check Codes)
The structure of single parity-check (SPC) extension from the higher rate code could be a good candidate to support IR-HARQ. This structure allows us to have a good coding performance not only at higher code rate but also at lower code rate. Furthermore, the SPC extension makes it possible to create additional parity bits as much as needed. In other words, if the receiver requests to transmit more parity bits, the transmitter can generate and send an arbitrary number of the parity bits based on multiple single parity-check codes. For example, in Figure 2, if a transmitter sends Information and Parity-1 Bits at the first initial transmission and it is requested to send additional parity bits, then it can generate additional parity bits based on Submatrix 2 or the whole parity-check matrix excluding Submatrix 1 and send them. Furthermore, since each parity bit from the single parity-check codes in Figure 2 can be independently generated, we can create the additional parity bits in parallel. Consequently, it is clearly suitable for supporting HARQ with IR. 

Observation 1: The structure of concatenating a QC LDPC code with high rate and multiple single parity-check codes makes it possible to create additional parity bits as much as needed. Therefore, it supports multiple code rates easily. Furthermore, the additional parity bits based on the single parity-check codes can be created in parallel. Consequently, a concatenation scheme of a QC LDPC code with high rate and multiple parity-check codes is suitable for supporting HARQ with IR. 

Puncturing and Rate-matching
The puncturing is the process of removing some codeword bits after encoding, which has the same effect as encoding with a higher coding rate. In general, the puncturing supports rate-compatibility, i.e., length-compatibility on code size. Thus, we can considerably increase the flexibility of the system by the puncturing scheme. 
In the case of turbo codes, since we use the same decoder regardless of how many bits haven been punctured, the decoding complexity for punctured codes is not decreasing. On the other hand, the structured QC LDPC code in Figure 2 can provide an efficient decoder which reduces the decoding complexity when employing the puncturing of parity bits. The more single parity-check bits are punctured in Figure 2, the lower complexity decoding could be achieved. For example, if we apply puncturing to Parity-3 bits, then we carry out the decoding process using Submatrix 2, not the whole parity-check matrix. Similarly, if we apply puncturing to Parity-2 and Parity-3 bits, then we carry out the decoding process using Submatrix 1. Consequently, when applying parity puncturing we can support not only higher rate but also lower complexity decoding. 
Rate-matching of the proposed QC LDPC codes can be simply implemented in the same manner as LTE standard [2]. For example, after a proper segmentation of transport block for a given transport block (if needed), the information block (= one segmented transport block) is shortened to fit the number of information size to a given length by zero-insertion to some information bits. LTE turbo code also adopts zero-insertion technique as a shortening method to adjust to the QPP interleaver size. Then, to support variable code rates, the puncturing can be applied to some information block or parity bits. For a given information block, the puncturing scheme can support rate-compatibility, i.e., length-compatibility on code size.
Figure 3 shows the concept of rate-matching process, similar as in LTE standard.
[image: ]
Figure 3. Example of Rate-Matching Process

Observation 2: The structure of concatenating a QC LDPC code with high rate and multiple single parity-check codes can support an efficient rate-matching mechanism in the same manner as LTE standard. Consequently, the proposed concatenation scheme is suitable for supporting rate-compatibility. 
Combining of Lifting and Shortening/Puncturing
As described in Sections 2.1 and 2.2, we can easily obtain a QC LDPC code with the code size  and information block size  by the lifting process. Furthermore, in general, there is no limitation on the information block size  based on the shortening operation. (More details for the shortening are presented in [4].)  
Let  be the number of bits to be punctured, then, the final code rate  becomes 

Note that for given size , we can determine a proper  (as presented in [4]) and  and  mean the numbers of bits to be shortened and the whole parity bits, respectively. Since , the code rate  is changeable according to  as follows:

Furthermore,  due to choice of  in [4] and therefore, 

Consequently, the SPC extension structure can support variable code rates larger than equal to the code rate  corresponding to the whole parity-check matrix with no puncturing. 
Observation 3: QC LDPC codes constructed by the lifting, shortening and puncturing support variable code rates efficiently.  
Proposal 1: To support the rate-compatibility of QC LDPC codes comparable to that of turbo code, the lifting, shortening, and puncturing techniques should be adopted. 

Observations and Proposals 
In this contribution, we present the following observations and proposal for supporting rate-compatibility of QC LDPC codes. 

 Observation 1: The structure of concatenating a QC LDPC code with high rate and multiple single parity-check codes makes it possible to create additional parity bits as much as needed. Therefore, it supports multiple code rates easily. Furthermore, the additional parity bits from the single parity-check codes can be created in parallel. Consequently, a concatenation scheme of a QC LDPC code with high rate and multiple parity-check codes is suitable for supporting HARQ with IR. 
Observation 2: The structure of concatenating a QC LDPC code with high rate and multiple single parity-check codes support an efficient rate-matching mechanism in the same manner as LTE standard. Consequently, the proposed concatenation scheme is suitable for supporting rate-compatibility. 
Observation 3: QC LDPC codes constructed by the lifting, shortening and puncturing support variable code rates efficiently.  

Proposal 1: To support the rate-compatibility of QC LDPC codes comparable to that of turbo code, the lifting, shortening, and puncturing techniques should be adopted. 
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