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1
Introduction
In RAN1 #84bis meeting, eMBB channel coding candidates were identified as LDPC, Polar, and turbo codes. More specifically, RAN1#84bis agreed the following [1]: 
Coding Candidates

· Identified channel coding schemes for each usage scenario
	eMBB
	mMTC
	URLLC

	
	Convolutional codes
	Convolutional codes

	LDPC
	LDPC
	LDPC

	Polar
	Polar
	Polar

	Turbo
	Turbo
	Turbo


· Common simulation assumptions are required to evaluate theoretical performance of proposed coding schemes

· Selection of the coding scheme should also consider various other aspects

Initial Simulation Assumptions

· Focus mainly on the BLER performance of candidate coding schemes.

· Evaluate performance of coding schemes with similar code rates and block sizes. 

· Exact code constructions should be provided. 

· Example: Parity check matrices, polar code construction, ..
·  Encoding/decoding complexity of the adopted algorithms should be described.

In this contribution, we provide initial simulation results and complexity analysis for eMBB channel coding candidates. These results can be used get an initial understanding of the performance of channel coding candidates. 
2
Performance
2.1


Simulation Assumptions
The following simulation assumptions were agreed during the RAN1 #84bis to start the initial investigation [1]. 

Simulation assumptions: eMBB
· Evaluate the block error rate (BLER) performance versus SNR
	Channel*
	AWGN

	Modulation
	QPSK, 64 QAM

	Coding Scheme
	Turbo
	LDPC
	Polar

	Code rate
	1/5, 1/3, 2/5, 1/2, 2/3, 3/4, 5/6, 8/9

	Decoding algorithm**
	Max-log-MAP
	min-sum
	List-X

	Info. block length*** (bits w/o CRC)
	100, 400, 1000, 2000, 4000, 6000, 8000 
Optional(12K, 16K, 32K, 64K)


* Fading channels will be simulated in the next stage

** These algorithms are starting points for further study. Other variants of agreed algorithms can be used for encoding and decoding (Complexity details should be illustrated) 

*** At least these info. block length and code rate shall be evaluated. Other info. block lengths and code rates are not precluded. Similar info. and encoded block lengths should be used for the evaluation. Total coded bits = info. Block length/code rate. Note: these info. block length and code rate are only for initial performance evaluations. They are not interpreted as design targets or assumptions for complexity analysis.

· General guidelines

1. Existing code constructions can be used for evaluation

2. Whenever feasible, performance comparison should adopt coding constructions with matching computational complexities

We identified important sub-set of parameters which are more relevant to the eMBB scenario. Moreover, some variations are considered on the agreed algorithms, which are

· Offset min-sum algorithm with 0.18 offset parameter is used for LDPC. 
· List-32 decoding is used without CRC for polar decoding. Simple rate matching scheme is applied for polar coding, since it does not support all the code blocks in the agreed assumptions.
Following aspects are also considered in the simulations. 

· Rate 1/3 LTE turbo coding was used with rate matching to obtain the different code rates. Turbo decoding has the highest computational complexity per iteration. To get good performance with turbo codes, we assumed 8 iterations. 
· The number of iterations for LDPC is considered as 50 for all the simulation cases. However, LDPC does not require that many iterations for most of the cases. IEEE 802.11n LDPC parity check matrices (PCM) were used with suitable sub-matrix dimension (modulo lifting) to obtain different block sizes for code rates 1/2, 2/3, 3/4, and 5/6. For code rate 8/9, we used randomized PCM for LDPC.
· Optimized polar codes used with random repetition or random puncturing, when applicable. 
2.2 

Simulation results
Figure 1-5 shows simulation results for 100, 400, 1000, 2000, and 6000 information block sizes with both QPSK and 64QAM schemes. The algorithmic complexity is calculated as in Table 1-5, and shows relative percentages when compared to turbo decoding. The exact complexity equations used in the calculations are given in [2]. 
Case 1 : Info block size of 100 bits  
[image: image1.png]BLER

10°

T

btitittttst

—=—Turl

4UvrC A o

=T

bo K=100, R=1/2
DPC K=96, R =1/2
OLAR K=100, R=1/2
urbo K=100, R=2/3
DPC K=96, R=2/3
urbo K=100, R=3/4
DPC K=96, R =3/4
OLAR K=100, R=3/4
urbo K=100, R=5/6
DPC K=100, R =5/6
urbo K=100, R=8/9

DPC K=100, R=8/9
T

[

BLER for QPSK, info bits (K)~100bits

1

P
SNR [dB]




(a)

[image: image2.png]BLER

102

BLER for 64QAM, info bits (K)~100 bits

8o

——Turbo K=96, R=1/2
—>—LDPC K=96, R=1/2
—a— Turbo K=96, R=2/3
—e—LDPC K=96, R=2/3
—e— Turbo K=90, R=3/4
—e—LDPC K=108, R=3/4
—e— Turbo K=100, R=5/6
—e—LDPC K=100, R=5/6

1

L L g |

8

T

z m 70
SNR (dB)




(b)
Figure 1: BLER vs SNR for info block =100 bits. (a) QPSK (b) 64QAM
Table 1: Algorithmic complexity (for Figure 1) comparison compared to turbo code 
	Code rate 
	Turbo
	LDPC
	Polar

	1/2
	100%
	98.74%
	44.35%

	 2/3
	100%
	73.24%
	35.09%

	 3/4
	100%
	64.74%
	32.11%

	 5/6
	100%
	57.94%
	29.77%

	 8/9
	100%
	45.17%
	28.47%


Observation: Turbo and LDPC has a similar BLER performance. Small variations are visible for different code rates. LDPC and Polar algorithmic complexity are relatively lower compared to turbo codes.

Case 2 : Info block size of 400 bits  
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Figure 2: BLER vs SNR for info block of 400 bits. (a) QPSK (b) 64QAM
Table 2: Algorithmic complexity (for Figure 2) comparison compared to turbo code 

	Code rate
	Turbo
	LDPC
	Polar

	 1/2
	100%
	98.74%
	52.68%

	 2/3
	100%
	73.24%
	41.34%

	 3/4
	100%
	64.74%
	37.66%

	 5/6
	100%
	57.94%
	34.77%

	 8/9
	100%
	44.35%
	33.16%


Observation : Turbo has a slightly better performance for 64 QAM; vice-versa LDPC has better performance for QPSK.
Case 3 : Info block size of 1000 bits  
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(b)
Figure 3: BLER vs SNR for info block of 1000 bits. (a) QPSK (b) 64QAM 

Table 3: Algorithmic complexity (for Figure 3) comparison compared to the turbo code 

	Code rate
	Turbo
	LDPC
	Polar

	 1/2
	100%
	96.57%
	58.19%

	 2/3
	100%
	73.24%
	45.47%

	 3/4
	100%
	64.74%
	41.34%

	 5/6
	100%
	55.99%
	38.07%

	 8/9
	100%
	44.51%
	36.26%


Observation : LDPC has equal or better BLER performance for most of the code rates.
Case 4 : Info block size of 2000 bits  
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(b)
Figure 4: BLER vs SNR for info block of 2000 bits. (a) QPSK (b) 64QAM 

Table 4: Algorithmic complexity (for Figure 4) comparison compared to the turbo code 
	Code rate
	Turbo
	LDPC
	Polar

	 1/2
	100%
	96.57%
	62.36%

	 2/3
	100%
	73.24%
	48.60%

	 3/4
	100%
	62.57%
	44.11%

	 5/6
	100%
	52.08%
	40.57%

	 8/9
	100%
	44.51%
	38.60%


Observation : LDPC has a coding gain over turbo codes. The gap seems to be increased with the code block size.  LDPC and polar codes also have relatively lower complextiy.  
Case 5 : Info block size of 6000 bits  
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(b)
Figure 5: BLER vs SNR for info block of 6000 bits. (a) QPSK (b) 64QAM
Table 5: Algorithmic complexity (for Figure 5) comparison compared to the turbo code 
	Code rate
	Turbo
	LDPC
	Polar

	 1/2
	100%
	96.57%
	68.96%

	 2/3
	100%
	73.24%
	53.55%

	 3/4
	100%
	62.57%
	48.52%

	 5/6
	100%
	52.08%
	44.53%

	 8/9
	100%
	44.40%
	42.31%


Observation : A similar observation as in Case 4. 

2.3 

Discussion

Simulation results are summarized in Table 6 to see the performance differences between turbo and LDPC. More specifically, SNR difference to obtain 10% and 1% BLER targets are considered.
Table 6: Coding gain (dB) of LDPC relative to Turbo (a) QPSK (b) 64QAM

(a)

	Info block size (bits)
	BLER
	R=1/2
	R=2/3
	R=3/4
	R=5/6
	R=8/9

	100
	10%
	0
	0
	0.12
	0
	0.15

	
	1%
	-0.15
	0.1
	0.18
	0
	0.21

	400
	10%
	0.2
	0.1
	0.05
	0.05
	0.18

	
	1%
	0.18
	0.09
	0.09
	0.05
	0.18

	1000
	10%
	0.2
	0.2
	0.15
	0.1
	0.08

	
	1%
	0.22
	0.22
	0.18
	0.12
	0.12

	2000
	10%
	0.25
	0.2
	0.18
	0.09
	0.09

	
	1%
	0.25
	0.22
	0.2
	0.09
	0.08

	6000
	10%
	0.2
	0.2
	0.18
	0.12
	0.05

	
	1%
	0.2
	0.2
	0.18
	0.12
	0.05


(b)
	Info block size (bits)
	BLER
	R=1/2
	R=2/3
	R=3/4
	R=5/6

	100
	10%
	-0.3
	-0.1
	0
	0.1

	
	1%
	-0.35
	0
	0.2
	0

	400
	10%
	-0.2
	-0.15
	-0.1
	-0.1

	
	1%
	-0.2
	-0.2
	-0.05
	0

	1000
	10%
	-0.2
	-0.01
	-0.01
	-0.15

	
	1%
	-0.22
	0
	0
	0.2

	2000
	10%
	-0.25
	-0.1
	0
	0

	
	1%
	-0.25
	0
	0.15
	0

	6000
	10%
	-0.25
	-0.09
	0
	0

	
	1%
	-0.25
	-0.09
	0
	-0.05


Observation 1: For QPSK, LDPC has some coding gain over turbo codes for all code block sizes.

Observation 2: For 64QAM and rate 1/2, turbo coding has better performance than LDPC.

Observation 3: Algorithmic complexity is always smaller for LDPC and polar when comparing to turbo codes.

Observation 4: In general, performance gains are considerably small. Good performances can be expected from all three coding schemes.
3
Conclusion
In this contribution, we presented link level simulations of channel coding candidates for eMBB usage scenario of the NR. The observations are, 

Observation 1: For QPSK, LDPC has some coding gain over turbo codes for all code block sizes.

Observation 2: For 64QAM and rate 1/2, turbo coding has better performance than LDPC.

Observation 3: Algorithmic complexity is always smaller for LDPC and polar when comparing to turbo codes.

Observation 4: In general, performance gains are considerably small. Good performances can be expected from all three coding schemes.
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