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Introduction
In RAN1#84bis a large number of agreements were made on resource allocation [1]. 
In this contribution we will focus on some further aspects related to the enhancement of resource selection including collision avoidance and data communication, which are issues that have not been discussed in detail so far. In a companion contribution details of sensing are discussed.
Principles for Mode 2 resource allocation for V2V
As the resources are selected autonomously by the devices in Mode 2 there is always a possibility that two or several devices select the same resource. In particular, collisions are inevitable when the traffic load in the system approaches the number of available resources unless some rules are set on the resource selection. Therefore one important principle for resource selection for Mode 2 V2V is collision avoidance. 
By collision and interference avoidance in a broad sense we are referring to all kinds of procedures that can be done in advance in order to minimize the selection of conflicting resources between the devices. Examples of these are the organization and functional division of the resources into pools and sensing, which tries to find vacant resources inside the pools, which are not occupied by other devices in the surroundings. It should be noted that collision avoidance schemes also need to take into account service requirements, such as latency and priority. 
In addition, we use the term collision resolution for the procedure of preventing a future collision due to an overlap of already selected resources. This is closely related to the V2V control channel, at least in case the resources are indicated before a transmission. The collision resolution is done in a distributed way without the aid of any centralized scheduling node. In case the involved devices are able to receive each other’s control channels, they are able to mutually and instantly identify on which one shall withdraw and which shall transmit, e.g. based on pre-defined rules. Naturally, it is possible to combine collision resolution with sensing and coordination of resource pools, as collision resolution can be defined within a certain resource pool, and the method to originally select the resources is somewhat independent of the collision resolution scheme.
Data transmissions 
In D2D Rel-12 data packets or TBs are transmitted in the form of predefined patterns, also known as T-RPT. A T-RPT is defined by the numbers n and k, referring to the length of the transmission window for the pattern and the number of the (re)transmissions of the same TB inside the window.
The motivation for using multiple transmissions is twofold: As the D2D is based on half-duplex communication, several transmissions (at least two) are needed for all devices to be able to receive data from each other. The other reason is that multiple transmissions can be used for soft-combining of the TBs, which gives a more robust performance. If the transmissions are in the form of a predefined pattern, a more compact resource allocation indication in SA payload is possible. 
In V2V communication the situation is very similar.
Observation 1: Predefined time domain patterns for data transmissions seem to be beneficial and could therefore be considered for V2V.
In case of not using patterns, the SA needs to explicitly contain the resource indication for each transmission separately, which could increase the size of the SA payload significantly.
Using the terminology from prior agreements, TTI n+d can be interpreted as the subframe, where the pattern window starts. The SA contains the pattern index in the DCI payload for the associated data transmissions. In case there are several SAs for the same TB, they will all indicate the same pattern.
Due to the expected high traffic load for V2V, no more than two transmissions for the same TB could be expected. The size of the pattern window is FFS. An example of the usage of a pattern for data transmission is shown in Figure 1.
Proposal 1: Data (re)transmissions should be based on time domain patterns. The pattern details are FFS. 
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Figure 1. Example of patterns for data transmissions

Collision avoidance and resolution 
One of the biggest problems with the baseline sensing algorithm is incomplete control channel information. Collisions on the control channel from nearby devices as well as interference from other devices leads to missed detections of the control channel. This leads to suboptimal resource selection and in the worst case it may lead to persistent collisions both for control and data. Even worse, some of the involved devices may not be aware of such collisions at all. The collision situation might continue until the resources are eventually released by the reselection procedure but until then the reliability of the impacted transmissions will be seriously compromised.
One way to proactively avoid these situations is to reduce the probability of collisions on the control channel by configuring a large number of control resources, even much larger than the number of data resources. This is feasible to do as the control channel consumes only one or a couple of PRBs but data resources use quite many PRBs due to the large packet size we have in V2V. This is also something that is well aligned with the structure of a FDM pool, where the control region spans equally many subframes as the resources. It also means that at least not all control and data are transmitted in the same subframe as this implies that there is an equal number of control and data channels, This leads to the following observation:
Observation 2: Control channel collisions can be reduced by configuring a larger number of control resources than data resources
Proposal 2 : In order to be able reduce the probability of control channel collisions by configuring a larger number of control resources, the control channel option where SA and data are transmitted in different subframes should be selected.
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Figure 2. Collision cases for control and data
Figure 2 demonstrates the collision problem with collisions on both control- and data-resources. Device A transmits on control resource 1 and indicates allocation for data resource 1. Device B transmits on control resource 2 and indicates also allocation for data resource 1. Device C transmits on control resource 2 and indicates allocation for data resource 3. Devices B and C collide on control resource 2 and devices A and B indicate colliding allocations on data resource 1. The overlapping transmissions of devices B and C on the control resource 2 means that device A cannot decode control resource 2 content so that it is not aware of the collision on data resource 1. Device B observes the collision on data resource 1.
Collision resolution is a distributed algorithm, where the involved devices mutually agree who is allowed to transmit and who should withdraw. There are different types of collision resolution algorithms, both probability based and deterministic, where some property of control channels defines who is to withdraw from a collision. Here we discuss an advanced algorithm we refer to as time variant collision resolution, where the conditions for a device to withdraw are opposite in each other scheduling period. This helps the algorithm to make a resolution due to missing control information on one of the involved devices within two scheduling periods.
One problem with the deterministic collision resolution is that when one of the devices involved in a data collision (A and B in Figure 1) also has a collision on its control resource (B) the other involved UE (A) is not aware of the data collision. If in this case this UE (A) is supposed to withdraw its transmission based on the control channel property, in fact it is not able to do so and the collision can continue for many scheduling periods. The solution to this problem is to define a time variant control channel property, which instructs the involved UEs to withdraw in even or odd scheduling periods. In this way the collision can be resolved at least in the next scheduling period (B will withdraw).
The only case that is always impossible to resolve is when two devices collide on both control- and data-resources. This is more likely the case with collisions where there is a 1:1 mapping between control and data like option, where control and data are transmitted always on the same subframe.
Another problem that can be solved by collision resolution is the hidden node problem shown in Figure 3.
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Figure 3. Hidden node problem

Persistent collisions due to hidden node problem may happen if sensing combined with semi-persistent resource allocation for data channels is employed. Distant transmitting devices (e.g. UE 1 and UE 2) may select same data resources and cause collisions at receiving devices (e.g. UE 3). Since distant transmitting devices are out of each other’s communication range, they can’t detect each other’s transmission and hence can’t detect collisions. To resolve this issue, collision detection can be realized with the aid of receiving devices. Receiving devices detect collisions via control and data channel decoding. If a receiving device considers that the collision needs to be resolved, it can transmit a virtual PSCCH (an extra control message). A virtual PSCCH includes the information of resource allocation same as colliding devices, which can trigger resource reselection at those devices. A virtual PSCCH is not followed by transmissions of data channels, which reduces resource consumption. The signaling of a resource conflict from another UE was also included in the WA from RAN1#84bis:
· Working assumption: UE detects resource allocation (including the indication of the intention of reusing the frequency resource as per the existing agreement) of another UE which potentially overlaps with its current resource allocation (including the indication of the intention of reusing the frequency resource as per the existing agreement)  and the detected situation meets a condition, or
· The condition is FFS, not precluding applying different conditions for different priorities (if any relevant case happens in priority handling from RAN1 point of view).
· eNB triggers reselection, or
· FFS whether some information needs to reported from UE to eNB
· FFS additional condition(s), e.g.,
· If it is supported that a UE can notify later that it no longer intends to use the resource at a future TTI, reselection triggering condition related to this notification.
· Reselection triggered by notification on resource collision from another UE
· Reselection triggered by sensing of resources utilization above a threshold
· Reselection triggered by higher layer
· Other conditions are not precluded
When device density is high, there may be multiple receiving devices transmitting virtual PSCCHs to resolve the same collision case. Some simple yet effective mechanisms can be employed to avoid this situation. Transmissions of virtual PSCCHs are limited to a virtual PSCCH pool, which is much smaller than the normal SA pool. Receiving devices can also employ back-off based mechanism for virtual PSCCH transmission, where back-off range is set proportional to device density. 
As these algorithms are able to increase the performance and have a low complexity they should be further studied in RAN1.
Observation 3: Persistent collisions due to incomplete control information can be resolved by a collision resolution algorithm.
Proposal 3: Collision resolution on top of sensing can increase the capacity for sensing and should be considered for V2V.
Conclusions
Based on the discussion above, we have the following observations and proposals:
Observation 1: Predefined time domain patterns for data transmissions seem to be beneficial and could therefore be considered for V2V.
Proposal 1: Data (re)transmissions should be based on time domain patterns. The pattern details are FFS. 
Observation 2: Control channel collisions can be reduced by configuring a larger number of control resources than data resources
Proposal 2 : In order to be able reduce the probability of control channel collisions by configuring a larger number of control resources, the control channel option where SA and data are transmitted in different subframes should be selected.
Observation 3: Persistent collisions due to incomplete control information can be resolved by a collision resolution algorithm.
Proposal 3: Collision resolution on top of sensing can increase the capacity for sensing and should be considered for V2V.
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