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1 Introduction

Latency reduction is approved as a study item [1].  The objective of this study item is specifying short TTI operation for UEs to improve TCP throughput with latency improvements. RAN2 has already done some performance evaluations about short TTI and reached some conclusions as follows:
For TTI shortening, the potential gain depends on the following aspects:

· By reducing the TTI length, the network can schedule the UE faster, which reduces the RTT. A reduction in RTT increases the TCP throughput. A reduction of TTI length may also increase the system capacity for small data transmission.
· With reduced TTI length, the processing time may be reduced with a resulting scaling of the RTT and HARQ RTT. Shortening the TTI gives a larger latency reduction effect compared to only shortened processing time(s).
· Shorter TTI can enable quicker HARQ and CSI feedback, which may give faster link adaptation to channel conditions. Gain can be observed for the UE perceived throughput as well as median delay.
In this contribution, we discuss the evaluation methodology for performance evaluation of short TTI and provide some simulation results about short TTI.
2 Evaluation methodology
2.1 Simulation assumptions
In this subsection, we discuss some specific simulation assumptions in short TTI evaluation as below. The other detailed assumptions are shown in Appendix 1.
· Deployment 
· UE speed of interest 
· channel model
· Overhead of control channels and reference signals
· Resource utilization
· TCP transmission 
· CSI &HARQ feedback

· Deployment 
Short TTI is to enhance UE perceived throughput as well as median delay. Short TTI should support both homogeneous and heterogeneous deployments. It is expected that performance gain from both homogeneous and heterogeneous deployments can be achieved. In order to reduce the effort on simulation evaluation, we slightly prefer to provide the simulation result on the homogeneous deployment. 
· UE speed of interest
The speed of 3km/h is evaluated in RAN2 [2]. Higher velocity should also be considered in RAN1 evaluation, such as 30km/h. 
· Channel model

UMa channel model [3] is slightly preferred in simulation evaluation. Considering the speed of 3km/h and 30km/h,  the small scale fading generation granularity of channel modeling in case of short TTI is assumed the same as that for 1ms TTI.
· Overhead of control channels and reference signals
Assuming that the overhead of control channels and reference signals of 1ms TTI for baseline, which is calculated as following:

· 1ms TTI  in 20MHz = 14 OFDM symbols
-
Control overhead: 1 PDCCH OFDM symbols (12 REs per PRB)

-
RS Overhead: 2 CRS antenna ports (12 REs per PRB except for 4 REs in control overhead)

Total number of REs per PRB: 14*12 = 168. Overhead: 24/168 ~= 14.3%.
· 1ms TTI  in 10MHz = 14 OFDM symbols
-
Control overhead: 2 PDCCH OFDM symbols (24 REs per PRB)

-
RS Overhead: 2 CRS antenna ports (12 REs per PRB except for 4 REs in control overhead)

Total number of REs per PRB: 14*12 = 168. Overhead: 36/168 ~= 21.4%.

Based on the statistics data in our simulation, average 3 scheduled users each 1ms TTI and average 2 scheduled users each short TTI when 10 UE per cell are assumed here. For 1or 2, 4 or 3, 7 OFDM symbols TTI, at least one symbol PDCCH region must be reserved for common search space due to backward compatibility , the PDCCH of first short TTI can be also put into the legacy PDDCH region. Here we assume 2 CCEs for a DCI. 
Therefore, the overhead is calculated in the Table 1 and Table 2.
Table 1: Overhead assumption of 20 MHz bandwidth 
	TTI length
	1ms
	7 symbols
	4 or 3 symbols
	2 symbols
	1 symbols

	Scheduled UE number per TTI*
	3
	2
	2
	2
	2

	CRS ports
	2

	DMRS ports
	0


	System bandwidth (MHz)
	20

	2 CCE for each user (RE)
	72

	CRS outside PDCCH region (RE/PRB/ms)
	12

	PDCCH region
	1200
	1200
	1200
	1200
	1200

	RE of new PDCCH overhead outside PDCCH region /ms
	0
	144
	432
	864
	1872

	RE of CRS overhead/ms
	1200
	1200
	1200
	1200
	1200

	Total overhead/ms
	2400
	2544
	2832
	3264
	4272

	Overhead ratio= Total overhead / 14sym*12sub*100PRB
	14.29%
	15.14%
	16.86%
	19.43%
	25.43%


Table 2: Overhead assumption of 10 MHz bandwidth 
	TTI length
	1ms
	7 symbols
	4 or 3 symbols
	2 symbols
	1 symbols

	Scheduled UE number per TTI*
	3
	2
	2
	2
	2

	CRS ports
	2

	DMRS ports
	0


	System bandwidth (MHz)
	10

	2 CCE for each user (RE)
	72

	CRS outside PDCCH region (RE/PRB/ms)
	12

	PDCCH region
	1200
	1200
	1200
	1200
	1200

	RE of new PDCCH overhead outside PDCCH region /ms
	0
	144
	432
	864
	1728

	RE of CRS overhead/ms
	600
	600
	600
	600
	600

	Total overhead/ms
	1800
	1944
	2232
	2664
	3528

	Overhead ratio= Total overhead / 14sym*12sub*50PRB
	21.43%
	23.14%
	26.57%
	31.71%
	42.00%


* Fixed 10 UE in a cell for burst traffic. The total UE number and total generated APP package number in simulation time are the same to all TTI lengths. Based on the statistics data in our simulation, there generally is 3 scheduled users each 1ms TTI and 2 scheduled users each short TTI.
· Resource utilization
Resource utilization is a metric of system load.  To evaluate the short TTI gains in different load conditions, the low load, middle load and high load need to be evaluated in short TTI, e.g. {20%, 40%, 60%}.
· TCP transmission 
In [1], the objective of this study item is specifying shorten TTI operation for UEs for improving TCP throughput with latency. TCP (Transmission Control Protocol) is defined in [4][5]. The slow start process and congestion avoidance must be used by a TCP sender to control the amount of outstanding data being injected into the network. Implementing TCP slow start process and congestion avoidance in the simulation is important to evaluate the TCP throughput and latency with consideration of short TTI. To implement these, the variables of congestion window and receiver’s buffer are added to the TCP per-connection state. The congestion window (cwnd) is a sender-side limit on the amount of data that the sender can transmit into the network before receiving an acknowledgment (ACK), while the receiver’s buffer is a receiver-side limit on the amount of received data. The minimum of congestion window and receiver’s buffer governs data transmission.
-
Slow start process. Beginning transmission into a network with unknown conditions requires TCP to slowly probe the network to determine the available capacity, in order to avoid congestion with improper large burst of data. The slow start threshold (ssthresh), is used to determine whether the slow start is used to control data transmission. The slow start is used when cwnd < ssthresh. During slow start, a TCP increments cwnd for each ACK received that cumulatively acknowledges new data.
-
Congestion avoidance: One solution of congestion avoidance is that the cwnd would not be larger than Ssthresh ; the other solution of congestion avoidance is  that the cwnd will be fallback to the initial value when the timer of receiving ACK is outdated. Both solutions of congestion avoidance are proposed to be implemented in the simulation.
Table 3: TCP parameters in this simulation
	Parameter
	Assumption

	TCP ACK Delay
	Based on uplink scheduling

	Initial congestion Window(cwnd)
	1460 Bytes

	Ssthresh
	65535Bytes

	TCP Connection Number
	1

	TCP ACK timer
	500ms


The implementation of TCP in the basic ways can be found in [5]. 
· CSI/HARQ feedback 
According to [6], fast link adaption can be implemented due to the fast CSI feedback and short HARQ feedback. 
In FDD, for 1ms TTI, the time from ACK/NACK feedback to (re) transmission is 4ms. For short TTI, by assuming UE and eNB processing time scales with the TTI length, ACK/NACK feedback should be 4*TTI delayed. This linear scaling of processing time does not require the increasing of eNB and UE processing capability in general, as the transport block size is linearly reduced:

-
Baseline of 1ms TTI: 4ms HARQ interval
-
Short TTI: 4*TTI length HARQ interval
Generally in FDD，the 5ms CSI feedback period and 4ms CSI measurement interval are assumed in 1ms TTI. Then, the time from channel quality measurement to the CSI usage by eNB is 4ms ~ 9ms. By assuming that the processing time in UE and eNB is reduced linearly when TTI length is shortened, the period and interval would be correspondingly shortened in FDD:
-
1ms TTI: 5ms CSI feedback and 4ms CSI measurement interval
-
Short TTI: 5*TTI length CSI feedback and 4*TTI length CSI measurement interval 
2.2 Performance Metrics
To evaluate the benefits of short TTI based on fast link adaptation and HARQ feedback at least in terms of performance and delay saving, the following performance metrics are considered for non-full buffer traffic models [3].
-
Mean, 5, 50, 95 % user throughput
-
User throughput = amount of data (file size) / time needed to download data

-
Time needed to download data starts when the packet is received in the transmit buffer, and ends when the last bit of the packet is correctly delivered to the receiver
Based on the above discussions in section 2.1 and 2.2, the above assumptions and metrics should be considered in short TTI evaluation. Therefore, we propose:
Proposal 1:  Evaluation assumptions for short TTI in the table of appendix 1 are supported.

3 Evaluation results

Based on simulation assumptions in appendix 1, the short TTI performance is shown in Figure 1, which illustrates the mean UPT gain provided by 7 symbols TTI , 4 or 3 symbols TTI,  2 symbols TTI and 1symbol TTI, when the FTP file size is 0.5Mbytes. We assume the TTI length as follows:-
14os TTI is baseline, which is 1 TTI in a subframe
-
1os TTI is 1 OFDM symbol TTI, which is 14 TTIs in a subframe

-
2os TTI is 2 OFDM symbol TTI, which is 7 TTIs in a subframe
-
4 or 3os TTI is 4+3+4+3 OFDM symbol TTI, which is 4 TTIs in a subframe

-
7os TTI is 7 OFDM symbol TTI, which is 2 TTIs in a subframe
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Figure 1(a). Mean UPT compared between short TTI and 1ms TTI in 20MHz system.
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Figure 1(b). Mean UPT compared between short TTI and 1ms TTI in 10MHz system.
In Figure 1, it can be observed that short TTI can bring significant mean UPT gain:
· In Figure 1(a), by reducing the TTI length to a value between 4 OFDM symbols and 1 OFDM symbol, mean UPT gain exceeds 120%; by reducing the TTI length to 0.5ms, mean UPT gain exceeds 80%. That performance difference between the TTI lengths is from smaller latency reduction of TCP-ACK packet and fast link adaption.
· In Figure 1(b), by reducing the TTI length to 1 OFDM symbol mean UPT gain is only about 10%. When 42% overhead of control signalling and reference signals are assumed. It can be seen that the higher overhead decreases the available PDSCH capacity for data transmission, which leads to the reduction of the short TTI performance gain.  
· The performance difference between the 10MHz and 20 MHz system is from the coding loss in short TTI, since the TBS size each short TTI in 10MHz system is smaller than 20MHz. specifically, this coding loss is more harmful to 1 symbol TTI than other TTI length.
· It is observed that the mean UPT gain of 2 symbols TTI with 19.4% overhead is similar to 4 or 3 symbols TTI with 16.9% overhead in 20MHz, and the mean UPT gain of 4 or 3 symbols TTI with 26.6% overhead is larger than 2 symbols TTI with 31.7% overhead in 10MHz.
Observation 1:  1 or 2 symbols, 4 or 3 symbols, 7 symbols TTI have significantly mean UPT gain.

Figure 2 illustrates the fast CSI gain of mean UPT when the FTP file size is 0.5Mbytes in 20MHz system, and simulation assumptions are listed in Appendix 1.
-
Fast CSI feedback in short TTI: CSI reporting period is 5*TTIs
-
Low CSI in short TTI: CSI reporting period is 5 ms
-
Fast CSI feedback gain = (mean UPT of fast CSI - mean UPT of low CSI) / mean UPT of low CSI
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Figure 2. Mean UPT compared between fast CSI and low CSI feedback in short TTI in 20MHz system.
In Figure 2, it could be observed that fast CSI gain decreases when the TTI length increases, this is because the UPT gain provided by fast link adaption mainly depends on CSI reporting period. The CSI reporting period increases with the TTI length increases, since the CSI reporting period is 5*TTI.

Observation 2:  Fast CSI in short TTI has slight benefit.

4 Conclusions
In this contribution, we discuss the evaluation methodology and provide performance results of short TTI. Based on the discussion and simulation results, we have proposal and observations:
Proposal 1:  Evaluation assumptions for short TTI in the table of appendix 1are supported.
Observation 1: 1 or 2 symbols, 4 or 3 symbols, 7 symbols TTI have significantly mean UPT gain.
Observation 2:  Fast CSI in short TTI has slight benefit.
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Appendix 1: Simulation assumptions of homogeneous network
	Parameter
	Values used for evaluation

	Performance metrics
	Non full buffer traffic: UPT(User Perceived Throughput)

User Perceived throughput = amount of data (file size) / time needed to download data. Time needed to download data starts when the packet is received in the transmit buffer, and ends when the last bit of the packet is correctly delivered to the receiver.

	Deployment scenarios
	Homogeneous network

	Simulation case
	UMA

	eNB Tx power (Ptotal)
	46dBm 

	Number of UEs per cell
	10

	Placing of UEs
	Uniform dropping

	System bandwidth
	10MHz/20 MHz in FDD for each carrier

	Network synchronization
	Synchronized

	Antenna configuration
	For eNB: 2 antennas, 1 column, uncorrelated co-polarized: ||


For UE: 2 antennas, 1 column, uncorrelated co-polarized: ||

SU-MIMO

	Antenna pattern
	For eNB: 3D                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                         

	eNB Antenna tilt
	15 degrees.

	CRS interference
	CRS interference on PDSCH is modeled in all scenario and follows Alt2 in R1-112856

	Scheduler
	Proportional fair scheduler 

	Feedback scheme (e.g. CQI/PMI/RI/SRS)
	Periodic feedback with mode 3-0, 
Feedback period: 5*TTI

	Channel estimation
	Ideal

	DL overhead assumption
	1 OFDM symbols equivalent overhead for control channels in 20MHz
2 OFDM symbols equivalent overhead for control channels in 10MHz
2 port CRS with 1ms period

CRS frequency shift is modeled

	Traffic model
	FTP model 3

	Traffic load
	0.5Mbytes, 
Resource utilization of {20%, 40%, 60%},Poisson distributed with User arrival rate  per {0.2, 0.3, 0.4} second in 20MHz
Resource utilization of {16%, 30%, 50%},Poisson distributed with User arrival rate  per {0.1, 0.15, 0.2} second in 10MHz

	Rank adaptation
	Yes

	CN backhaul
	ideal

	Max retransmission times
	4

	UE speed 
	3km/h, 30km/h

	Transport mode
	TCP

	TCP ACK Delay
	Based on uplink scheduling

	Initial congestion Window 
	1460 Bytes

	Ssthresh
	65535Bytes

	TCP Connection Number
	1

	TCP ACK timer
	500ms


