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1. Introduction
In RAN1#82bis had made the following agreements regarding the system-level simulation for MUST:

Agreements:
· For MUST system-level simulation results with at least for RU > 60% to be captured in TR 36.859

· Implement packet dropping in MUST system simulations, according to the method in TR 36.814 with the following additional assumption

· T_drop = 1.6 seconds for 100KByte packet size

· Companies are encouraged to provide system-level simulation results with the following new performance metric additionally in next meeting

· New performance metric: average throughput of the UEs with user perceived throughputs at or below the 5% CDF point

· Using throughput calculations for dropped packets according to 36.814

· FFS whether to capture this new performance metric in TR 36.859 
· FFS whether and how to draw conclusion from this new performance metric
In this contribution we present system-level simulation results for downlink MUST PDSCH according to the agreed dropping rule. Some issues related to high RU scenarios are also discussed. 
2. Simulation setup

We consider MUST scenario 1 specified in [3] and list our simulation assumptions in Appendix. This work assumes that all near users perfectly cancel intra-cell interference and assume the far user applies MMSE-IRC receiver to handle all co-channel interference. Detailed simulation algorithm is available in [2]. 

In RAN1#82, it was agreed to adopt FTP traffic model 1 with packet size of 100 Kbytes for resource utilization of 60%, 80% and 90% for system-level evaluation. As suggested in [4] and also agreed in RAN1#82-bis, files are dropped from the simulation to preserve stability at high loads. We follow the guidance specified in [4] and set a dropping rule as:
-
drop a file if its transfer is not completed within a maximum transfer time T_drop = 1.6s. 
Dropping a file means:

-
the file is given zero user throughput

-
the data in the dropped file is not included in the served cell throughput

3. Results and observations
3.1 Subband-based scheduling
We assume that UEs feedback subband CQI and wideband PMI (PUSCH mode 3-1). 
	Throughput (Mbps)
	Medium Load (~60% RU) with packet size of 100 KB

	
	Baseline
	MUST Category 1

	
	
	Ideal CWIC
	Gain

	Mean UPT
	13.42
	13.16
	-1.94%

	0-5% mean UPT
	1.861
	1.854
	-0.38%

	5%ile UPT
	2.383
	2.376
	-0.29%

	50%ile UPT
	9.532
	9.320
	-2.22%

	95%ile UPT
	38.13
	38.13
	0.00%

	RU
	58.1%
	58.9%
	

	Served/Offered
(60000 subframes simulated)
	99.77%
	99.77%
	

	50%ile # of users per cell
	1
	1
	

	95%ile # of users per cell
	4
	5
	

	50%ile # of scheduled users per cell
	1
	1
	

	95%ile # of scheduled users per cell
	3
	3
	

	λ
	10.0

	Note
	Maximum transfer time = 1600 ms


Table 1. MUST Category 1 with 2 transmit antenna and FTP traffic in MUST Scenario 1 (λ=11.0)

	Throughput (Mbps)
	High Load (~83% RU) with packet size of 100 KB

	
	Baseline
	MUST Category 1

	
	
	Ideal CWIC
	Gain

	Mean UPT
	6.988
	7.285
	4.25%

	0-5% mean UPT
	0.643
	0.808
	25.66%

	5%ile UPT
	0.934
	1.087
	16.38%

	50%ile UPT
	3.994
	4.194
	5.01%

	95%ile UPT
	24.67
	24.67
	0.00%

	RU
	82.8%
	82.0%
	

	Served/Offered
(60000 subframes simulated)
	99.40%
	99.33%
	

	50%ile # of users per cell
	3
	3
	

	95%ile # of users per cell
	13
	12
	

	50%ile # of scheduled users per cell
	2
	2
	

	95%ile # of scheduled users per cell
	5
	6
	

	λ
	13.0

	Note
	Maximum transfer time = 1600 ms


Table 2. MUST Category 1 with 2 transmit antenna and FTP traffic in MUST Scenario 1 (λ=13.0)

	Throughput (Mbps/Hz)
	High Load (~90% RU) with packet size of 100 KB

	
	Baseline
	MUST Category 1

	
	
	Ideal CWIC
	Gain

	Mean UPT
	5.576
	5.917
	6.12%

	0-5% mean UPT
	0.368
	0.531
	44.29%

	5%ile UPT
	0.702
	0.816
	16.24%

	50%ile UPT
	2.954
	3.289
	11.34%

	95%ile UPT
	20.46
	20.97
	2.49%

	RU
	87.4%
	86.9%
	

	Served/Offered
(60000 subframes simulated)
	99.04%
	99.2%
	

	50%ile # of users per cell
	4
	4
	

	95%ile # of users per cell
	18
	16
	

	50%ile # of scheduled users per cell
	3
	3
	

	95%ile # of scheduled users per cell
	6
	7
	

	λ
	14.0

	Note
	Maximum transfer time = 1600 ms


Table 3. MUST Category 1 with 2 transmit antenna and FTP traffic in MUST Scenario 1 (λ=14.0)

Observation 1:

With subband-based scheduling, MUST can provide around 16% cell-edge gain for the cases with RU=83% and RU=87%. 
Observation 2:

For medium-load case with RU~=58%, MUST gain is not observed in such scenario. 
However, we also observed that under FTP traffic model 1, the number of user per cell is very few for such medium load. Less than 5% of all cells can have more than four users served at the same time, and usually there is only one user in a cell. Thus it is difficult to see MUST gain in terms of either cell-edge or average throughput for low or medium load cases.

Observation 3:

For high-load case with RU~=90%, the 95-percentile number of scheduled users in one subframe is 7 for MUST. We think control channel capacity should be enough to support such loading for control signaling.

Observation 4:
The gain of MUST over OMA in terms of the new metric, 0-5% mean UPT, is very significant due to the fact that MUST provides good gain for cell-edge users and reduces the chance of dropping files. 

3.2 Wideband-based scheduling
We also consider the feedback mode where UEs feedback wideband CQI and wideband PMI. Only one user would be scheduled in one subframe for OMA and at most two users would be scheduled for MUST. The result is shown in the following table.
	Throughput (Mbps)
	High Load (~60% RU) with packet size of 100 KB

	
	Baseline
	MUST Category 1

	
	
	Ideal CWIC
	Gain

	Mean UPT
	13.3
	14.2
	7.23%

	0-5% mean UPT
	1.54
	1.78
	15.58%

	5%ile UPT
	2.01
	2.31
	14.88%

	50%ile UPT
	9.02
	10.11
	12.05%

	95%ile UPT
	39.94
	39.94
	0.00%

	RU
	58.2%
	54.8%
	

	Served/Offered
(60000 subframes simulated)
	99.7%
	99.7%
	

	50%ile # of users per cell
	1
	1
	

	95%ile # of users per cell
	5
	4
	

	50%ile # of scheduled users per cell
	1
	1
	

	95%ile # of scheduled users per cell
	1
	2
	

	λ
	9.0

	Note
	Maximum transfer time = 1600 ms


Table 5. MUST Category 1 with 2 transmit antenna and FTP traffic in MUST Scenario 1 (λ=9.0)
	Throughput (Mbps)
	High Load (~80% RU) with packet size of 100 KB

	
	Baseline
	MUST Category 1

	
	
	Ideal CWIC
	Gain

	Mean UPT
	6.890
	8.284
	20.23%

	0-5% mean UPT
	0.407
	0.668
	64.12%

	5%ile UPT
	0.760
	0.993
	30.65%

	50%ile UPT
	3.510
	4.739
	35.03%

	95%ile UPT
	26.21
	28.92
	10.34%

	RU
	81.9%
	76.6%
	

	Served/Offered
(60000 subframes simulated)
	99.22%
	99.24%
	

	50%ile # of users per cell
	3
	2
	

	95%ile # of users per cell
	13
	10
	

	50%ile # of scheduled users per cell
	1
	1
	

	95%ile # of scheduled users per cell
	1
	2
	

	λ
	11.0

	Note
	Maximum transfer time = 1600 ms


Table 5. MUST Category 1 with 2 transmit antenna and FTP traffic in MUST Scenario 1 (λ=11.0)
Observation 5:

With wideband scheduling, MUST can provide 7% and 20% gain for average UPT and 15% and 30% gain for and cell-edge users for the scenarios with RU~=60% and RU~=80%, respectively.
4.  High RU issues
In RAN1#82-bis, concerns on the system stability based on FTP-traffic model 1 at high RU are raised, including [5][6]
1)  Cells will have loads that vary above and below this average

2) Such variation does not lead to widely varying behavior across the network at lower loads, but may at high loads
3) Cells may have RU greater than or equal to 99%
4) Minimum requirement for cell-edge user in each cell
From our point of view, RU variation may not be a concern. If the cell-edge user experience can meet a minimum requirement and we are sure that the number of active users does not go to infinity at cells with very high loads, then it should be ok to have individual cell-RU close to 99% (although we seldom observe this even for the case with average RU~=90%). The newly introduced metric, 0-5%tile mean UPT, is also capable to reflect this concern because dropped files contribute zero user throughput. Figure 1 shows the total number of users in 57 cells when OMA is used. Even for high load case, we can observe that the number of active users vary within a limited range. Further considering each individual cell, we have the same observation that the number of active users never go to infinity. On the other hand, since MUST technique brings significant gain for cell-edge users, it is helpful to reduce drooping rate at high-load scenarios and stabilize the whole system. 
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Figure 1 Total number of active users in all 57 cells (OMA)
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Figure 2 Cell-edge UPT of each cell (RU for OMA = 82.8%)

Regarding the issue on the minimum requirement for cell-edge user, in this work we show the 5% cell-edge UPT of each cell for the subband-based scheduling cases with RU=82.8% in Figure 2. Two out of 57 cells have zero cell-edge UPT for OMA case while none of the cells has zero cell-edge UPT for NOMA case. Clearly NOMA technique is helpful to avoid zero cell-edge UPT. As long as the probability to have zero cell-edge UPT is very low, it should be acceptable to use FTP traffic model 1 for high-load study. We also hope to clarify that a requirement for 5%ile UPT of “each individual cell” is a stricter requirement than the one defined in 36.913 which considers the 5%ile user among “all users” in the 57 cells. It is reasonable to have a minimum requirement for the 5-percentile cell edge user among all users in the whole systems; this is the conventional way that 3GPP had used to define a minimum requirement for E-UTRA. Based on the conventional metric, our simulation results show that there is no problem to use the FTP traffic model for high-load case. However it may need further study if we want to introduce new requirement for cell-edge UPT in all individual cells.
Based on the discussion above, we have the following proposal:

Proposal:

Agree to consider RU>=80% scenarios and draw conclusion based on the corresponding results for MUST.
5.  Conclusion

In this contribution we presented results under TFP traffic model 1 and with the consideration of several imperfection factors. We have the following observations and proposal:
Observation 1:

With subband-based scheduling, MUST can provide around 16% cell-edge gain for the cases with RU=83% and RU=87%. 
Observation 2:

For medium-load case with RU~=58%, MUST gain is not observed in such scenario. 

Observation 3:

For high-load case with RU~=90%, the 95-percentile number of scheduled users in one subframe is 7 for MUST. We think control channel capacity should be enough to support such loading for control signaling.

Observation 4:

The gain of MUST over OMA in terms of the new metric, 0-5% mean UPT, is very significant due to the fact that MUST provides good gain for cell-edge users and reduces the chance of dropping files. 

Observation 5:

With wideband scheduling, MUST can provide 7% and 20% gain for average UPT and 15% and 30% gain for and cell-edge users for the scenarios with RU~=60% and RU~=80%, respectively.

Proposal:

Agree to consider RU>=80% scenarios and draw conclusion based on the corresponding results for MUST.
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Appendix

	Parameters
	MUST Scenario 1

	Layout
	Hexagonal grid, 3 sectors per site, 19 macro sites

	Inter-macro-eNB distance
	500 m

	System bandwidth per carrier
	10 MHz 

	Carrier frequency
	2.0 GHz

	Total eNB TX power
	46 dBm

	Distance-dependent path loss
	ITU UMa, with 3D distance between an eNB and a UE applied

	Penetration loss
	For outdoor UEs: 0 dB
For indoor UEs: (20+0.5din) dB (din: independent uniform random value between [0, 25] for each link)

	Shadowing
	ITU UMa

	Fast fading channel between eNB and UE
	ITU UMa 

	eNB antenna height
	25 m

	eNB antenna gain + connector loss
	17 dBi

	UE antenna height
	1.5 m

	UE antenna gain
	0 dBi

	Antenna configuration
	eNB: 
· 2 Tx, cross-polarized

UE: 
· 2 Rx, cross-polarized

	Traffic model
	FTP traffic model 1 with packet size = 100 Kbytes

	UE dropping
	20% UEs are outdoor; 80% UEs are indoor

	Minimum distance (2D distance)
	Macro – UE : > 35m

	Number of superposed signals in superposition transmission
	2

	UE receiver
	For all users, MMSE-IRC is assumed for inter-cell interference suppression

For MUST near-users the following is assumed

· Perfect IC for intra-spatial-layer interference cancellation

· MMSE-IRC is assumed for inter-spatial-layer interference 
For other users, MMSE-IRC is assumed for inter/intra-spatial-layer interference suppression

	UE noise figure
	9 dB

	UE speed
	Outdoor UEs: 3 km/hr

Indoor UEs: 3 km/hr

	Cell selection criteria
	RSRP for intra-frequency

	Unified handover margin
	3 dB

	Overheard
	3 symbols for DL CCHs, 2 CRS ports 

	Transmission schemes
	SU-MIMO and MUST

	Feedback assumption
	Realistic CRS channel/interference estimation
RI/PMI/CQI feedback period = 5ms
SU-MIMO CSI feedback with 5ms feedback delay

	Receiver impairment modeling for demodulation
	Modeled

	EVM
	Tx EVM = 8%; Rx EVM = 4%

	HARQ
	No HARQ

	Power ratio sets
	0.05:0.05:0.45 for near user


