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1. Introduction
In the system level design for V2V communication [1] [2], two aspects shall be considered: reliability and latency. 

The communication range and reliability requirements for V2X services are identified for different deployment scenarios in [3].  The requirements for two most important scenarios are listed as follows: 

For the freeway scenario, the effective range is 320m and the minimum radio layer message reception reliability is 80%.

For the urban intersection scenario, the effective range is 50m and the minimum radio layer message reception reliability is 95%.

The latency requirements are identified as follows [3]: 

Most latency requirements are in the range of 100 ms or more for periodic vehicular safety messages. 
The most strict latency requirement for V2X is 20 ms for the case of pre-crash warning. 
In this contribution, we first evaluate the system level performance in terms of reliability for both the freeway and urban scenarios, and analyze factors impacting performance. Then we provide designs to meet the latency requirement for V2X services. 

2. System level consideration and evaluation 

System level evaluation and considerations for reliability improvement    
As specified in R12, PSCCH channels (control channel to transmit scheduling assignment (SA)) and PSSCH channels (data channel) are based on physical resource pool periodicity. The SA resource pools and data resource pools of preconfigured duration are periodically repeated in time domain, as illustrated in Fig.1. The periodicity of the pool configuration is configurable (40/80/160/320) ms.
Most latency requirements are in the range of 100 ms or more for periodic vehicular safety messages. The minimum period of 40 ms would allow meeting 100 ms latency requirements. SA and data pools are TDMed, occupying different sub-frames. A data pool follows its corresponding SA pool in time domain. For this configuration, the worst latency is 80ms. To balance the performance of both PSCCH and PSSCH, the assignment of 8 sub-frames for SA and 32 sub-frames for data is a suitable choice. The frame structure in Fig.1 is chosen as the baseline in the system level evaluation. 

[image: image1.emf]SA Data

8sfs 32sfs

SA period

sfs: sub-frames

SA Data

8sfs 32sfs

SA period

frequency


Fig.1 Frame structure as baseline in system level evaluation
We performed system level simulations to evaluate the performance for V2V communication. The system level simulator is complied with the evaluation methodology agreed in RAN1 and summarized in [4]. The scheduling scheme simulated is random scheduling, where a UE randomly selects k sub-frames from 32 sub-frames. (k is adjustable from 1 to 4). Frequency hopping is enabled. The number of RBs for a PSSCH is 12 for both 190 byte and 300 byte packets. 
Fig.2 shows the PRR (packet reception ratio) vs. distance for the freeway case with 70 km/h UE velocity. The simulation results show that reducing the retransmission number for a MAC PDU can substantially improve the performance. In R12, the number of retransmissions is fixed to be 4 to support long range (as long as several kilometers) for public safety communication. Since the required range for V2V communication is much shorter, the number of retransmissions should be adjustable from 1 to 4 to reduce packets transmitted and eventually improve the system level performance. 
Soft combining at receiver can further improve the performance. Although soft combining increases the required buffer size, soft combining of at least 2 transmissions should be considered. 
The number of RBs for a PSSCH is fixed for both 190 byte and 300 byte packets. Fixed number of RBs for varying packet sizes helps enabling sensing based resource allocation. The performance of 300 byte packets is worse than that of 190 byte packets as expected. However, the absolute reliability performance of 300 byte packets is still acceptable. 
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Fig.2. Reliability performance for freeway case 
Fig.3 compares the performance for 300 byte packets with different modulation formats. The simulation results show that 16 QAM can substantially improve the performance compared with QPSK. Hence adaptive MCS should be supported to suit varying packet sizes. 
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Fig.3. Reliability performance for different modulation formats 
Fig.4 shows the PRR (packet reception ratio) vs. distance for the urban case with 15 km/h UE velocity. Similar as the freeway case, the simulation results show that reducing the retransmission number for a MAC PDU and soft combining at receiver can substantially improve the system level performance.   
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Fig.4. Reliability performance for urban case  
Proposal 1: Consider adjustable number of retransmissions for a MAC PDU (k is configurable 1~4) to improve system level performance. 
Proposal 2:  Consider soft combining of at least 2 transmissions at receiver to improve system level performance.
Proposal 3: Consider fixed number of RBs for varying packet sizes (190 byte / 300 byte) to facilitate sensing based resource allocation. Adaptive MCS should be supported to suit varying packet sizes.
Latency reduction for urgent messages  

The most strict latency requirement for V2X is 20 ms for the case of pre-crash warning. The frame structure in Fig.1 can’t meet this requirement. 
For latency reduction for urgent messages, separate SA resource pools are allocated for V2V messages of different latency requirements. As shown in Fig.5, for periodic messages with 100 ms latency requirement, SA resource pool 1 and data resource pool 1 are allocated, which are TDMed. Data pool 1 follows SA pool 1 in time domain. For urgent messages with 20 ms latency requirement, SA resource pool 2 and data resource pool 2 are allocated, which are FDMed. FDM between SA pool 2 and data pool 2 increases occurrence frequency of SA resources in time domain to reduce SA transmission latency. Data pool 1 and data pool 2 are identical. They share the same resources to accommodate dynamic traffic efficiently. 
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                         Fig.5. Frame structure for latency reduction 
From a UE perspective, PSSCH transmissions in data pool 2 follow PSCCH transmissions in SA pool 2. After a UE with urgent message finishes transmitting PSCCHs, it uses the next available sub-frames for PSSCH transmissions.  

For urgent messages with 20 ms latency requirement, an alternative scheme is that multiple SA resource pools with short duration are allocated sequentially, e.g. 4 SA pools (SA pool 2 to SA pool 5) in Fig.6. The same number of data resource pools is allocated accordingly. Each data pool follows its corresponding SA pool in time domain. For periodic messages, data pool 1 is allocated, which comprises all data pools for urgent messages (e.g. data pool 3/4/5/2).  Hence periodic messages and urgent messages share the same data resources to accommodate dynamic traffic efficiently. 

To further reduce latency for urgent messages, SA pool 1 can be divided in to multiple parts, e.g. two parts in Fig.6, spread in time domain. Accordingly, data pool 1 is divided into multiple parts. The associated cost is the slightly increased latency for periodical messages. However, the 100 ms latency can still be met. For example in Fig.6, the worst latency increases from 80 ms (in Fig.1) to 100 ms.           
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Fig.6.  Frame structure for latency reduction 
To improve system level performance, multiple PSSCH transmissions (e.g. 2 transmissions in Fig.7) can be configured for a data MAC PDU. Considering urgent messages and periodic messages share the same data resources, the time domain patterns of short span are reserved for PSSCH transmissions of urgent messages. 

Further, to improve the reliability for transmissions of urgent messages, a UE with periodic messages may mute its transmissions at sub-frames used by PSSCHs of urgent messages. It can reduce collisions or in-band emission interference to PSSCHs of urgent messages. 
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                           Fig.7. Pattern selection for latency reduction 
Proposal 4: Consider FDM between SA and data resource pools to meet 20ms latency requirement. 
Proposal 5: Consider the frame structure in Fig.6 to meet 20ms latency requirement. 

3. Conclusions

In this contribution, we first evaluate the system level performance in terms of reliability for both freeway and urban scenarios, and analyze factors impacting performance. Then we provide designs to meet the latency requirement for V2X services.  
We make the following proposals:
Proposal 1: Consider adjustable number of retransmissions for a MAC PDU (k is configurable 1~4) to improve system level performance. 
Proposal 2: Consider soft combining of at least 2 transmissions at receiver to improve system level performance.
Proposal 3: Consider fixed number of RBs for varying packet sizes (190 byte / 300 byte) to facilitate sensing based resource allocation. Adaptive MCS should be supported to suit varying packet sizes.
Proposal 4: Consider FDM between SA and data resource pools to meet 20ms latency requirement. 

Proposal 5: Consider the frame structure in Fig.6 to meet 20ms latency requirement. 
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Appendix

In this section, we provide summary of simulation parameters of the system level simulations.

Table 1: Summary of system level evaluation assumptions
	Parameters
	Values

	Carrier frequency
	5.9 GHz

	Bandwidth
	10MHz (48 PRBs for PSSCH)

	V2V message packet size
	2432 bits including 24bit CRC (about 300 bytes)
1536 bits including 24bit CRC (about 190 bytes)

	Packet modulation/coding
	QPSK or 16 QAM, Turbo coding

	Frequency hopping
	Enabled

	Velocity for vehicle TX UE and RX UE
	Low vehicular speed, 70km/h for freeway scenario / 15km/h for urban scenario

	Frequency offsets
	0.2 ppm (uniform in range [ -0.2, 0.2] ppm)

	Traffic model 
	1 packet every 100ms 
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