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Introduction
At the RAN #69 meeting, a new work item (WI) on specification support for Narrowband Internet of Things (NB-IoT) was approved [1] with the objective of supporting low complexity devices that support 180 kHz UE RF bandwidth, operating delay tolerant traffic, having low data throughput requirements, and supporting significantly long battery life. It was also agreed to support three modes of operation [1]: 
Mode 1: NB-IoT as a stand-alone deployment, e.g., by reusing one or more GSM carriers; 
Mode 2: NB-IoT deployed in the guard-band of an LTE carrier; and 
Mode 3: NB-IoT deployed in-band within a regular LTE deployment. 
Further, it was agreed as one of the objectives of the WI, to support a single synchronization signal design for the three different modes of operation, including techniques to handle overlap with legacy LTE signals.
In this contribution, considering the NB-LTE solution described in [2], we present an analysis on device complexity including transceiver design considerations and baseband complexity including initial cell search operation and processing for reception of control and data channels. In the rest of the contribution, the terms NB-IoT and NB-LTE are used interchangeably with the understanding of NB-LTE as a candidate solution for NB-IoT for the current analysis.
System Architecture 
System architecture for cellular IoT (C-IoT) device can be different based on the application, taking into account various design, performance and cost trade-offs. The focus of this paper is about the impact of air interface technology on the SoC design. A generic system diagram of a typical NB-IoT device implementation is shown in Figure 1. The figure depicts core functions mainly determined by the air interface technology and external components which are expected to be applicable to different C-IoT technologies. The flash memory depicted in the figure can either be embedded or can be external depending on the selected system architecture. Flash memory can be used to store protocol stack software (part of the modem core) and application software (not part of the modem core). Further SoC components include power amplifier (PA), power management unit (PMU), and interfaces to SIM card and other peripherals. Some of those blocks, like PA or PMU, can also be outside of the SoC depending on the selected system architecture.
Modem core functions consist of RF/analog components, processors for the controller and baseband digital processing, hardware accelerators and memory. Details of RF transceiver architecture can be found in Section 3. All of the tasks related to applications, drivers and the protocol stack are performed by the controller. Baseband processing tasks are executed by DSP core. Some of the common functions, such as channel encoding/decoding and FFT/IFFT, can implemented in hardware to have better power efficiency. Capability of the DSP core and memory requirements due to baseband processing are determined by the maximum expected computational load and buffer size, which are analysed in Section 4.
In subsequent sections, we explain and analyse complexity of each core function.
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Figure 1. System diagram of example NB-IoT SoC design
RF Transceiver Complexity
Support of a Polar Tx architecture
The transmitter chain is based on polar transmitter architecture to have better power efficiency than conventional I/Q up-conversion architectures used in many other systems. Especially if the device has to fulfill the tough noise requirements specified in TS 45.005 for GSM compatible devices in the low bands of -79dBm/100kHz, a polar modulator has much lower power consumption since there are no I/Q mixers degrading the noise performance and drawing current. Compared to standard LTE it is much easier to use a polar modulator for the NB-IoT SoC, since the modulation bandwidth is much lower than in normal LTE, this is another reason why a polar modulator has an advantage here. Also, for an LTE-based NB-IoT solution the noise requirements (corresponding to LTE) are -50dBm/MHz which can also save current.
Polar architecture also has a significant advantage if the PA is integrated, since the harmonics of the PA and the VCO frequency are the same, while in I/Q modulators it is different and leakage of PA harmonics into the VCO pose a significant challenge. Therefore, polar architecture is best suited for PA integration. This has been proven in [3] for a UMTS/HSPA transceiver with integrated PA. 
In consideration of the above, rotated PSK modulation schemes (pi/2-BPSK, pi/4-QPSK, etc.) that can avoid abrupt phase transitions requiring higher PA backoff are desirable compared to their Cartesian counterparts. Further, a design like PRACH format 2 to be used in extreme coverage scenarios, e.g., at 164 dB MCL [4] enables a single-tone PRACH transmission thereby allowing for an efficient implementation of the polar transmitter architecture.
Support of Half-duplex operation
Half-duplex (HD) operation, e.g., HD-FDD, at the device side should be prioritized for design of the NB-IoT system as this can enable low cost implementations of the RF front-end by avoiding the need for external duplexers and antenna switches that would otherwise be required for FD-FDD operation. The presence of additional duplexers and switches can result in added cost, size, and power consumption, as well as make it challenging to realize integrated PA implementation. Thus, NB-IoT devices can be expected to benefit significantly if they only support HD-FDD and are not expected to support FD-FDD operation.
Support of integrated PA
The feasibility of designing an integrated PA that can deliver 27dBm of power for WCDMA was demonstrated in [3]. Since there is no duplexer required (assuming half duplex operation) and the associated losses can be omitted, this PA can be modified to deliver significantly lower power in the order of 24dBm, which reduces current consumption and delivers 23dBm at the antenna port. As mentioned above, the polar modulator architecture further helps in realizing this. 
While SC-FDMA modulation in UL is known for good envelope linearity properties compared to OFDMA waveform, it experiences somewhat higher PAPR for multi-subcarrier transmissions compared to the option of FDMA waveform with GMSK modulation. For SC-FDMA, the PAPR increases with the transmission bandwidth, thereby causing PA backoff. To address this, single-tone transmission on the UL has been proposed for NB-IoT especially for UEs in extreme coverage conditions. Thus, the support of UL transmissions using a single subcarrier allocation and power efficient modulation schemes like phase rotated PSK, e.g., pi/2-BPSK, pi/4-QPSK, can achieve an effective PAPR very close to 0 dB. Such UL allocations can be used for the UEs requiring large amount of coverage enhancement, while for UEs in better radio conditions, that can be expected to be relatively less sensitive to the slightly higher PAPR of SC-FDMA, UL allocations with multiple subcarriers may be used for spectrally efficient operation. If the single-tone transmission mode is used and the PAPR is reduced due to this, either a higher output power with lower backoff can be used resulting in a better efficiency or UL coverage, or, alternatively, the transmission power can be reduced thereby enabling device power consumption reduction.
Comparing to the option of FDMA with GMSK modulation (with the possibility of channel bonding), the option of SC-FDMA with the support of single-tone transmissions can provide a reasonable level of flexibility in realizing the tradeoff between spectral efficiency and power efficiency that can be beneficial not only for device power consumption (e.g., more spectrally efficient transmission when in good channel conditions) but also for the overall resource utilization at the system-level. Additionally, various other PAPR reduction techniques like application of precoding, etc. may be considered further to provide UL transmission schemes with very low PAPR. 
Finally, it should be noted that, in practice, the more critical Cubic Metric (CM) would not be 0 dB even for FDMA with GMSK alternative when the need of oversampling is taken into account (compared to PAPR).
NB-IoT Receiver and DC offset
The receiver can be quite straight forward with LNA, I/Q down-conversion, filtering and AGC, and the ADC. However, to save further chip area ADCs that can be directly connected to the mixer can be used. This saves significant chip area for the filters but enlarges the ADC a bit. Due to the simplicity of zero IF down-conversion architecture, it would be necessary to minimize the impact from the interference due to DC offset and different approaches can be further considered to address this. These are further discussed in our companion contribution [5]. 
As reference frequency an integrated crystal oscillator with external XTAL is proposed. This has a significant cost advantage over an external TC-VCXO although it consumes some additional chip area.
Comparing the NB-LTE RF transceiver complexity with an average GPRS RF transceiver [6] - [8], we estimate the complexity for NB-LTE to be less than the average GPRS RF transceiver complexity in terms of required silicon area.
[bookmark: _Ref434551723]Baseband complexity for NB-IoT
In this section, we focus on the baseband complexity with focus on computation and memory demands for cell search operation and reception of control and data packets. First, we present a brief description outlining our assumptions on the sampling rate used by NB-IoT devices for operation in OFDM systems with 15 kHz subcarrier spacing.
Sampling rate at UE receiver for NB-IoT 
Towards this, we first note that for a narrowband system like NB-IoT spanning no more than 180 kHz, a much reduced sampling rate compared to regular LTE can be used by the NB-IoT device for baseband operations. We consider a sampling rate of 240 kHz for baseband operations. One of the challenges with a 240 kHz sampling rate arises from the fact that for 15 kHz subcarrier spacing, this amounts to 1.1 samples for a 4.7us-long CP. However, this issue can be circumvented by having an intermediate sampling rate of 1.92 MHz such that the higher sampling rate is used corresponding to the CP part and subsequently remaining baseband operations are performed using a down-sampled version of the received (at 240 kHz).  For this, the ADC would need to operate at the higher sampling rate; however, in typical implementations, ADCs are used that use high oversampling ratios. 
Therefore, assuming that a sufficiently accurate timing synchronization accuracy (at least at the edge of the CP) is achieved, a non-uniform sampling can be realized such that we have 10 or 9 samples corresponding to the CP part at 1.92 MHz while the rest of the received samples are at 240 kHz sampling rate. This is illustrated in Fig. 2 below. Note that for the case of NB-PSS detection, since the CP location would not be known, a constant sampling rate of 240 kHz would need to be used (and this is assumed in the next sub-section and for evaluations in [9]). 
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Fig. 2: An illustration of non-uniform sampling (1.92 MHz and 240 kHz) to realize integer number of samples (10 or 9) for the CP
Cell search complexity
Cell search consists of frame and OFDM symbol boundary timing detection by using primary and secondary synchronization signals, referred to as NB-PSS and NB-SSS respectively. The design of the NB-PSS is based on the description for “M-PSS” design in [2]. 
UE complexity for NB-PSS detection
One of the most computationally intensive parts of cell search is the correlation with the primary synchronization signal (NB-PSS) sequence. This correlation needs to be performed over the periodicity of NB-PSS. Defining  as the period of NB-PSS and assuming a sampling frequency ,  samples needs to be stored in input sample per time period . These samples need to be correlated with the NB-PSS sequence of length . An efficient method to perform correlation of long sequences is DFT-based overlap-save method. This approach is also known as fast correlation and makes use of the circular convolution theorem.  i.e.,  , where the operator is the element-wise multiplication of two vectors and  is the Fourier transform operator. The effective length of the correlation is  with the DFT size  ideally being a power of 2, leading to an FFT-based implementation, and  samples corresponding to NB-PSS spanning 11 OFDM symbols at  sampling rate. Hence, to calculate a correlation over  samples with a sequence of length ,  correlations need to be calculated to get results for segments of size . 
Assuming that only normal CP is supported for NB-IoT deployments, only a single correlation operation would be needed. Otherwise, two correlations (for normal and for extended CP) would need to be conducted. The FFT of the NB-PSS sequence samples can be pre-computed and stored in the buffer. Hence, a total of 2 FFT/IFFT operations need to be performed per correlation segment, one FFT for the input segment and one IFFT operation.
The effort to calculate an -point FFT or an IFFT is  by using the split-radix algorithm for FFT computation. In addition, each correlation would require  real-valued operations corresponding to the element-wise multiplication of the length- FFT vectors. Finally,  real-valued operations for the final squaring operation would be needed for each correlation operation. The overall complexity in terms of millions real-valued operations per second (MOPS) is finally given by  with .
A sampling rate of  is assumed for NB-PSS detection and NB-PSS periodicity in NB-LTE is , resulting in 4800 samples. Therefore,  correlation segments using 1024-point FFT needs to be performed. Further, considering the differentially encoded NB-PSS sequence generation in [2], the UE needs to perform a differential decoding on the received samples resulting in a complexity of (4800-1)*6/(20*1000) = 1.44 Mops corresponding to 4799 complex multiplications. The computational complexity for the correlation operations amount to, and the total computation complexity for NB-PSS detection can be obtained as 25.1 Mops. 
During NB-PSS detection, assuming support of only normal CP, the UE needs a total of 4 FFT buffers of length 1024 (one for the FFT of NB-PSS sequence samples, one for FFT of input samples, one for the input, and one for storing the result) and one correlation buffer to hold the 4800 samples of the NB-PSS correlation results. Assuming 2 bytes per complex sample, these operations require 8 kB and 9.4 kB of memory respectively, giving a sum of 17.4 kB of memory requirements for NB-PSS detection.
In [2], NB-PSS/SSS design with two possible configurations are proposed with the difference being in terms of the periodicity of the NB-PSS/SSS transmissions – a baseline NB-PSS/SSS periodicity of 20ms which is assumed in the complexity analysis above, and another higher density NB-PSS/SSS design wherein the NB-PSS/SSS are transmitted every 10ms. While the UE may not be aware of the density of NB-PSS/SSS used for initial cell search operation, this will not have any significant impact on the device complexity and the above analysis still holds true. 
Specifically, the UE can use a 20ms window for the correlation operations in time-domain and accumulate the correlation results over multiple such windows. Finally, for the decision step, the UE can consider two hypotheses – one in which the peak detection is performed over the entire 20ms duration and another hypothesis for which the UE averages the two halves of the 20ms window and performs peak detection over the resulting 10ms duration. 
Once the timing estimation is performed, the carrier frequency offset estimation needs to be performed. For that the exact downsampled PSS sequence needs to be determined. Coarse frequency offset estimation is done by first performing element-wise multiplication of the received samples corresponding to the NB-PSS of length  for each possible down-sampled sequence with the element-wise conjugate transpose of the stored version of the NB-PSS sequence. This is followed by an autocorrelation operation with a suitable lag to extract the frequency offset information. For the purpose of complexity analysis we assume the worst case complexity corresponding to this auto-correlation step being performed with a lag of a single sample – leading to 188 complex multiplications. The overall complexity for the frequency offset estimation can then be estimated as ( Mops per NB-PSS period. 
After coarse frequency offset correction, fine frequency offset estimation is done in the frequency domain. The 11 symbols need   Mops per NB-PSS period operations to convert time-domain samples into frequency domain using a 16-point IFFT. Frequency domain residual frequency offset correction requires complex multiplications with stored sequence of length , which requires ( Mops per NB-PSS period. Each of these 12 length sequences per OFDM symbol period are then elementwise multiplied with other OFDM symbols to give the CFO estimate. Assuming pairwise correlation between all 11 OFDM symbols, the complexity can be upper bounded by 11C2 Mops per NB-PSS period. The total CFO estimation complexity is 0.94 Mops per NB-PSS period.
UE complexity for NB-SSS detection
For NB-SSS detection we consider a design that is very similar to the design in [10], except that, we consider that the NB-SSS sequence is generated based on 71-length Zadoff Chu (ZC) sequence in the frequency domain with cyclic time shifts applied to each base sequence and cyclic extension of the length-71 sequence to map to 72 REs spanning 6 OFDM symbols. In other words, the NB-SSS is generated using cyclic shifts applied as phase rotations in the frequency domain. The application of cyclic time shifts is used to identify the NB-SSS location within the 80ms NB-frame duration with 4 or 8 cyclic shifts being used to indicate the 4 or 8 locations of the NB-SSS, while the application of the 8 scrambling codes is used to convey the physical cell ID (PCID) in conjunction with the base sequence itself. These are detailed in our companion contribution [9]. 
For decoding of the secondary synchronization signal (NB-SSS) sequence, for frequency domain processing, the operations for 16-point FFT using split-radix algorithm amounts to 168 real-valued operations per OFDM symbol. An algorithm similar to [11] can be used to reduce complexity for NB-SSS detection. After FFT, NB-SSS sequence extraction, and descrambling with the 8 potential scrambling codes (considering possibility of both regular and higher density NB-PSS/SSS being transmitted by the base station), a differential encoding between neighboring samples is conducted. This results in a signal with a phase rotation as a function of the NB-SSS root. This differentially encoded signal is transformed into the time domain by an IFFT, transforming the phase rotation into a timing offset. The root index can be determined by detecting the peak of the signal. The total complexity of this step is 8 [scrambling] * ( 360 [differential coding] + 1160 [IFFT] + 239 [peak identification] ) = 14072 operations.
In a second step, the cyclic shift of the NB-SSS sequence needs to be determined. Multiplying the received NB-SSS sequence with the reference NB-SSS sequence with the root estimated according to the previous step yields a phase rotation depending on the cyclic shift. By another IFFT this phase rotation is transformed into a time offset in time domain. This time offset corresponds to the cyclic shift. The complexity of this second step is 366 [product] + 1160 [IFFT] + 255 [peak identification] = 1781 operations. Combining the root with the cyclic shift gives one out of the potential 504 cell IDs.
The total complexity of NB-SSS detection is therefore 1008 [FFT] + 14072 [step 1] + 1781 [step 2] operations, or roughly 0.84 MOPS. The 0.84 Mops consider a single hypothesis for NB-SSS detection steps 1 and 2. Multiple hypotheses for step 1 and step 2 are possible within the Mops budget demanded by NB-PSS detection. . 
For the memory requirements for NB-SSS decoding, storing the base sequences would require 61 [ZC sequence-length] * 60 [number of sequences] * 2 = 7320 bytes and 64 bytes for storing the 8 binary scrambling sequences.
For the working buffer requirements for NB-SSS, the requirement is rather small, compared to the working buffer for NB-PSS detection. Hence, no additional memory is needed for NB-SSS detection. 
If higher density NB-SSS are transmitted by the base station, the UE can be aware of this based on the detected NB-PSS. Accordingly, the NB-SSS received in each 10ms period can be combined in order to improve the detection performance and avoid false alarms without any noticeable increase in the baseband complexity.
The memory requirements and computational complexity for cell search are summarized in Tables 1 and 2 respectively. 
Table 1. Memory requirements for cell search 
	Operation
	Memory

	Total memory for NB-PSS detection 
	17.4 kB

	Memory for NB-SSS 
	7.2 kB

	Estimated Sum
	24.6 kB



Table 2. Computational complexity of cell search 
	Operation
	Complexity 

	NB-PSS effort
	26.04 Mops

	NB-SSS effort
	0.84 Mops

	Estimated Max
	26.04 Mops


 
Observation 1:
· The cell search procedure for NB-LTE involves a total computation complexity of 25.21 Mops and a memory requirement of 24.6 kB for the considered NB-PSS/SSS design.

Proposal 1:
· Consider the NB-PSS/NB-SSS design of NB-LTE with NB-SSS sequence based on frequency domain generation of length-71 ZC sequence with application of cyclic time shifts as the baseline for the single synchronization signal design applicable to the three modes of NB-IoT operations. 
Demodulation complexity for NB-IoT DL
For estimating the baseband complexity for decoding of data and control channels, designs based NB-PDSCH and NB-EPDCCH with cross-subframe scheduling are assumed. To evaluate the limiting complexity demands on baseband processing, NB-PDSCH and NB-EPDCCH transmissions without time-domain repetitions are considered, i.e., for when the device may be in good radio conditions. Further, for NB-PDSCH, CRS-based transmission with single antenna port (AP) transmission (Transmission Mode 1) and SFBC-based transmit diversity using two APs (Transmission Mode 2) are considered. For these estimates, tail-biting convolutional code (TBCC) is assumed for channel coding. 
For NB-PDSCH decoding, the complexity demands for the various reception steps are listed in Table 3 for TM1 and TM2 assumptions respectively. The channel estimation step includes estimation on the reference signal REs, time-and-frequency interpolation, while equalization step is assumed to include channel compensation, normalization, and LLR scaling operations. To estimate the maximal computational demands from the channel decoding steps, a 128 kbps data rate is assumed.
The time-budget assumed for the estimation includes: buffering of the 1ms-worth received data and reference signals, followed by channel estimation, equalization, and channel decoding within 1ms. This pessimistic assumption (in terms of available time-budget) is made in view of potential demands for NB-EPDCCH decoding time. However, for NB-PDSCH decoding, depending on the timing relationship between the last subframe of the NB-PDSCH transmission and the first transmission of the corresponding HARQ-ACK feedback on the UL, the computational load for the channel decoding step can be much lower than reported in Table 3.
For instance, for NB-PDSCH reception, the channel estimation and equalization steps can span 1ms, followed by a subsequent X ms (X ≥ 1) spent for channel decoding. For such cases, unlike the summary presented in Table 3, the computation demands from channel estimation and equalization would not be additive to the requirements for channel decoding, thereby leading to reduction in maximum computational complexity requirements. The details of this option depends on the number of DL HARQ processes to be defined, especially considering the expected use of multiple subframes (either via repetitions or realizing a longer TTI) to carry a single transport block, and the decoding complexity can be significantly reduced at the cost of some reduction to the achievable peak data rates if only a single HARQ process is defined for NB-IoT.
Table 3. Computational complexity demands for NB-PDSCH decoding 
	Operation
	Complexity 

	
	TM1 (Single AP Tx)
	TM2 (2 Tx @ eNodeB)

	FFT (# of operations)
	2352
	2352

	Channel estimation (total # of operations)
	1968
	3936

	Equalization (total # of operations)
	2040
	3100

	Channel decoding (total # of operations)
	36960
	36960

	Complexity demands (assuming a total of 1ms time-budget for all post-buffering reception steps and a DL data rate of 128 kbps)
	43.3 Mops
	46.3 Mops



Note that, while further discussions are necessary, DM-RS-based transmissions are considered as candidates at least for NB-EPDCCH. Compared to the analysis above that assumes CRS-based channel estimation and equalization, the computational demands for channel estimation and equalization steps for single-AP transmission using DM-RS (12 REs) can be shown to be less than the 2-Tx CRS-based case considered above (16 REs). 
Further, due to the much lower value of the maximum effective data rate for the NB-EPDCCH (e.g., 3 to 4 times fewer information bits compared to the maximum assumed for NB-PDSCH in a subframe), the computational load from the channel decoding operations for NB-EPDCCH can be expected to be lower than that for NB-PDSCH, even when considering up to a maximum of 2 to 3 blind decoding attempts in a subframe. Therefore, in summary, the total amount of computational load from decoding of NB-EPDCCH will be lower than that for NB-PDSCH decoding and is not expected to be the limiting factor. 
For the memory requirements for NB-PDSCH decoding, assuming a transmit diversity operation and 2 bytes per value, the required memory is estimated to include 2.84 kBytes for pre- and post-FFT buffering and channel estimation and 16.77 kBytes for channel decoding steps, giving a total memory requirement of 19.6 kBytes.
The overall baseband complexity considering the primary contributing baseband operations are summarized in Table 4 below.
Table 4. Complexity of most demanding baseband operations – A summary
	Operation
	Max load
(Mops)
	Memory
(kB)

	Cell Search
	26.04
	24.6

	Decode NB-PDSCH (assuming TM2)
	46.3 
	19.6

	Limiting computational complexity and memory requirements
	46.3 
	[bookmark: _GoBack]24.6



This can be seen to be quite competitive to typical GPRS modem complexity as quoted below. Baseband computational complexity of the GPRS reference is shown in Table 6. For legacy GPRS, decoding of PDTCH is the limiting channel [7] and it requires 56.3 Mops with 12.2 kBytes memory.
Table 6. Complexity of baseband operations for GPRS Reference
	Operation
	Max load
(Mops)
	Memory RAM
(kB)

	FCCH detection
	10.7
	5.7

	Decode SCH
	11.1
	9.2

	Decode PDTCH 
	56.3
	12.2

	Limiting computational complexity and memory requirements
	56.3
	12.2


Observation 2:
· The overall baseband complexity considering cell search and demodulation of DL control and data (assuming tight turn-around time) for the proposed NB-IoT design is comparable to a reference GPRS modem in terms of computational load and memory requirements.

Conclusion
In this contribution, we provided an analysis of the device complexity consider RF transceiver and baseband complexity for NB-IoT based on the design described in [2]. Based on the discussion presented, we summarize our views through the following observations and proposal:
Observation 1:
· The cell search procedure for NB-LTE involves a total computation complexity of 25.21 Mops and a memory requirement of 24.6 kB for the considered NB-PSS/SSS design.
Observation 2:
· The overall baseband complexity considering cell search and demodulation of DL control and data (assuming tight turn-around time) for the proposed NB-IoT design is comparable to a reference GPRS modem in terms of computational load and memory requirements.

Proposal 1:
· Consider the NB-PSS/NB-SSS design of NB-LTE with NB-SSS sequence based on frequency domain generation of length-71 ZC sequence with application of cyclic time shifts as the baseline for the single synchronization signal design applicable to the three modes of NB-IoT operations. 
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