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Introduction
The question of how to support different group priorities for ProSe was discussed during the last RAN2 and SA2 meetings.
In April 2015 RAN2#89bis, an LS was sent to SA2 and SA6 to first better understand the relevant requirements that may drive the overall QoS/priority solution for R13 eD2D and which aspects would be relevant for the access stratum design.
Following the RAN2/SA2 joint session in the May 2015 RAN WG meetings, an LS reply from SA2 regarding ProSe priority handling was received [1].
SA2 indicated that a single UE shall be able to transmit packets of different priorities on PC5 and that the UE upper layers would provide to the AS a ProSe Per-Packet Priority (PPP) from a range of possible values. The PPP is used to support preferential transmission of packets both intra-UE and across different UEs. SA2 assumed that the way the medium is accessed in scheduled or non-scheduled transmission modes, while respecting the PPP selected by applications, is in the scope of the RAN WGs. Note that PPP is the only information provided to the lower layers in R13, i.e. like in R12 there is no notion of bearers within higher-layers. SA2 also agreed that PPP applies to all PC5 traffic, including packets exchanged between a Remote UE and a ProSe UE-to-NW relay. PPP also applies to packets exchanged between two UEs as part of one-to-one ProSe Direct Communication (e.g. to support MCPTT Private Calls). SA2 also pointed out that PPP is independent of the L22 destination of the transmission, i.e. the intended L2 destination is not used in the determination of the priority ordering of transmission.
In May 2015 RAN2 #90, the discussion on group priority for D2D communication centered around whether prioritization for autonomous resource selection in Mode 2 should be realized using a static mapping of priorities to pools. It was agreed that solutions other than static one-to-one association between priorities and resource pools should be considered.
Based on our earlier contribution in [2], we consider solutions other than the static one-to-one association between priorities and resource pools. In Section 2 we briefly summarize why static pool associations for high- vs. low-priority D2D communication are insufficient. In Section 3 describe dynamic pool sharing mechanism. We also address the need for pre-emption to satisfy MCPTT requirements.

Static associations between pools and priorities
Clearly, existing R12 D2D PSCCH and PSSCH resource pool definitions could in principle be adopted to support up to N=16 sub-channels in FDM/TDM, except that the resulting RRC signaling in SIB18 and the limitation for DCI F1A/C maximum TB size indication might become prohibitive.
We think that the introduction of a virtual partitioning approach such as for example described in [6] for the PSCCH and PSSCH resource pools by means of a new optional parameter NSC (range 1…16) associated with a Control and Mode 2 Data pool is more suitable, in addition to such a solution being able to avoid any RRC SIB and DCI limitations.
However, either approach to TDM/FDM resource partitioning of the SA and the D2D data resources, by means of different pools, or by means of different orthogonal sub-channels created in an SA/D2D data pool will have as a consequence that radio resources for ProSe will be segregated.
We think this is not an issue as long as the ProSe is used exclusively for speech groups at incident scenes, i.e. as long as voice channels are used. The typical average and maximum numbers of first responder groups, their spatial user distribution at incident scenes, participants per group, dynamics of dispatcher based group (re-)assignments are well understood and they are known from previous operational experience using systems such as P25 and TETRA. The number of SA/D2D data pool(s) and orthogonal sub-channels created in support of group priority could be dimensioned accordingly and be configured for predictable voice traffic.
Static association between priorities and resource pools in order to guarantee high-priority D2D communication heavily relies on the assumption that high-priority radio resources are over-provisioned.
However, the ability to always and reliably support high-priority D2D communications in emergency situations through static pool association(s) is actually compromised if the pool sizes are chosen too small. For the same amount of radio resources available to D2D communication in absence of any priority support, semi-static radio resource partitioning into high- vs. low-priority ProSe pools will show more limited performance than when all users are allowed to transmit into all D2D communication radio resources.
From the moment in time that semi-static resources for high- vs. low-priority pools are configured, the overall amount of D2D radio resources must be increased as well. Otherwise, in a situation where many high-priority UEs are present, static associations would lead to congestion of the high priority pool(s) while the low-priority pool(s) may be un-used or only lightly loaded. Similarly, congestion would occur on low-priority pool(s) if too many low-priority UEs are transmitting into only a restricted set of radio resources while no high-priority transmissions are on-going in the high-priority pool(s).
Therefore, semi-static orthogonal resource partitioning approach to support voice-centric group priorities will not prove scalable once LTE based ProSe communications start being used for more than voice or when usage patterns change.
Clearly, it might be possible to consider configuration of R12 SA/Data pools in a way that there is partial overlap of radio resources between the PSCCH and PSSCH resource pool(s). However, if the notion of priority is tied to the a given SA/Data pool or sub-channel thereof, any ongoing low priority PC5 transmission on these overlapping RBs part of different pools / subchannels would collide with and prevent higher priority traffic from being transmitted.
It should not be forgotten that besides commercial availability, one of the reasons why LTE based radio access in support of ProSe communications is an attractive solution is the inherent ability and scalability of LTE radio access for efficient support of transmissions at broadband data rates. Transmission of non-voice data packets and IP packet streams such as picture and one-way video in D2D Communication Mode 2 through the ProSe application will become one important use case for ProSe.
To illustrate this by example, even for a generous SA/Data pool configuration with an SA period of 80 ms and 16 available D2D data subframes using 12 PRBs per subframe as a low-priority PSSCH pool, transmission rates for any type of picture or video traffic mapped to that pool would incur a severe penalty in terms of link budget and range. TDM limits the Eb/N0 that can be achieved per transmitted information bit. Note that this effect is independent from other penalties incurred such as the absence of availability of feedback from receiver to transmitter as by R12 D2D design. Even when the D2D radio resources in radio range are completely unused, low-priority picture or video traffic could not be sent at a data rate higher than some 500-600 kbps on a full 10 MHz ProSe carrier.
Generally speaking, it is desirable that low priority PC5 traffic such as picture or video should be able to use most or all available D2D communication radio resources on the ProSe carrier when high-priority voice ProSe radio resources are unused. Low-priority PC5 traffic such as picture or video should immediately yield to higher priority voice traffic when voice group channels appear.
This implies some degree of dynamic resource allocation to be handled by the ProSe UE in Mode 2.

Dynamic pool sharing for D2D communication Mode 2
Restricted Tx pools for low-priority transmissions only
A first approach to avoid fixed one-to-one Tx pool mappings and exclusively reserved pools would be to restrict the pools which are allowed for low-priority D2D communications while higher-priority UEs can use all pools.
Low-priority UEs would still be required to exclusively and only utilize the associated low-priority pool(s), but the high priority UEs would be allowed to select from any of the available transmission pools (Figure 1).
For example, if 4 priority levels from 1 to 4 are defined for D2D Communication and used by the UE for mapping of D2D data as function of the PPP obtained from the application layer, each of these priority levels could simply be associated with one of the four transmission pools. UEs at a given priority level would use the pool of that level and all the pools at a lower priority level. A UE transmitting D2D data at the lowest priority level 4 would be allowed to use only pool 4, a UE transmitting at priority level 3 would be able to use pool 3 and 4, and so on. Pool selection by the highest priority UEs which would be allowed to select pools 1-4 could be left to UE implementation.
However, there would be no guarantee that congestion can be avoided. With equally probable random pool selection, all UEs could still end up potentially selecting the same pool. Some additional mechanism for pool selection that would distribute the higher priority UEs among the pools might be required.
One fundamental limitation of static resource partitioning is still not overcome. When many transmissions are being made at the lowest priority level, even when no other transmissions are ongoing for any higher priority level, the lowest priority transmissions will still be exclusively restricted to the lowest priority pool.


Figure 1: Low priority transmission only in restricted Tx pools while high-priority transmission can use all Tx pools

Shared Tx pools with persistence-based access control
A second approach to avoid fixed one-to-one Tx pool mappings would be to allow all low- and high-priority D2D communications to share all configured Tx pools. Low-priority UEs have less likelihood to access the D2D communication Mode 2 radio resources by means of persistence-controlled access (Figure 2).
In essence, when using fully shared pools, the idea is to make the higher priority transmissions more frequent or more likely in the statistical sense, i.e. an approach similar to EDCA used in Wi-Fi. A UE with D2D data pending to transmit would only perform a transmissions in a given scheduling period according to some probability.
This solution allows any UE to utilize all of the available D2D communication Mode 2 resources. Any congestion issue for the high priority and low-priority UEs resulting from restricted and segregated Tx pools is eliminated. The access probability associated a given PPP could be statically defined or preconfigured or it could be signaled by the eNB.
On the other hand, fixed or configured probabilistic access control values corresponding to each PPP level will result in low-priority transmissions being starved. For example, if the transmission probability is always set to 0.2 for the lowest priority level, but 0.9 for highest-priority UEs, the low priority UE may in average only end up using one out of 5 scheduling periods for transmission of its D2D data even if no other D2D data traffic is present.
It is clear that some form of dynamic adjustment of such persistence-controlled access parameters is necessary to ramp up and down PPP-associated access probabilities as a function of load and traffic characteristics observed in the D2D pools. In principle this could be done when in-coverage through UE measurement reports and eNB RRC signaling. For D2D Mode 2, any adjustment would need to be UE-autonomous. We note that based on R12 LTE design for D2D communication, UE sensing for SA or D2D data transmissions in monitored pools is inherently more difficult to achieve for those UEs that have themselves ongoing D2D data transmissions.
In summary, persistence-controlled access for priority handling in D2D communication with some degree of adaptability to adjust to observed traffic and radio characteristics can be done. This approach would solve the problem with segregated radio resource observed with static Tx pools. However, an undesirable level of complexity is associated with such a solution approach.



Figure 2: Full pool sharing for high- and low-priority transmissions with persistence-controlled access

Shared Tx pools with deferred access by low-priority UEs based on SA decoding
A third approach to avoid fixed one-to-one Tx pool mappings would be to allow all low- and high-priority D2D communications to share all configured Tx pools, but instead force low-priority UEs to transmit only once they detect absence of higher priority transmissions (Figure 3).
The idea is that UEs with pending low-priority transmission determine first whether any higher priority transmissions will be made in a given Tx pool and scheduling period. A low-priority UE will first listen to the SA pool(s) to determine whether higher priority UEs are transmitting their SAs.
If no higher priority UEs transmits an SA in this scheduling period in a given SA Tx pool, the low-priority UE can then utilize the associated D2D data pool for its own data transmission in the next following scheduling period. Concurrent transmissions of high priority and low-priority UEs using the same SA/Data pool are to some extent possible without necessarily resulting in mutual interference. The rule to determine whether a low-priority UE which is decoding for presence of higher priority SAs in a given SA Tx pool is allowed to transmit in the subsequent scheduling period can simply be set of as a function of a maximum number of high-priority SAs detected valid for a given SA pool size. The selection of T-RPT for D2D data resources by the lower priority UE can be done by deliberately avoiding subframes as known from the T-RPT patterns announced by the higher priority UEs in their SAs.
If it is desired that any scheduling decision by lower priority UEs is taken for the same scheduling period, then in order to allow the lower priority UEs to determine whether a D2D data pool is currently being utilized by high-priority transmissions, the SA resources utilized by high priority transmissions must occur before the SA resources used by lower priority transmissions. This can be achieved by configuring SA Tx pools such that the first few SA subframes are used exclusively by the high-priority UEs if present, and the last SA subframes are used exclusively by the low priority UEs.
This approach does not result in any congestion for the high priority or low priority D2D data pools, since all UEs are still free to select from any of the configured Tx pools. D2D radio resources are used efficiently since low-priority UEs are allowed to transmit D2D data into all Tx pools when no high priority transmissions are present or may be allowed to transmit on the same pool but chose non-interfering time/frequency resources that don’t collide with the detected high priority transmissions.
However, the restriction on the allowable SA resources that can be used by the high priority and low priority UEs will reduce the amount of SA resources available for each priority level. While this could result in SA Tx pool limitations, the impact would still be significantly less than any other approach.



Figure 3: Full pool sharing with resource selection by low priority UEs first decoding the SAs from high priority UEs

Priority/preemption signaling in the AS
We think that is useful to introduce a priority and preemption indication in the AS for use with D2D communication Mode 2.
A priority indication derived from the application layer signaled PPP values and carried in the PSCCH as part of the R13 SA Sidelink Control Information will greatly simplify UE receiver processing when determining transmission activity for ongoing higher priority D2D transmissions.
From decoding SAs on the SA Tx pools, any lower priority UE can determine the priority level in use for the detected D2D data resources and adjust its own channel access accordingly. Similarly, if such signaling is introduced in the form of a preemption indication carried as one or two bit signalling flag on PSCCH, it can be used in a forward-compatible manner to reserve radio resources in L1 by high priority UEs.
Note that AS priority signaling in the SA is a mechanism independent from the application layer MCPTT signaling requirements dealing with floor control and preemption.

Conclusion
In this contribution, we discuss solutions other than the static one-to-one association between priorities and resource pools for R13 eD2D. We describe 3 possible dynamic pool sharing mechanism to support group priorities in D2D communication. In summary, our recommendations are,
Proposal 1
A dynamic pool sharing mechanism is supported for R13 eD2D instead of static one-to-one associations between priority levels and Tx pools.
Proposal 2
R13 priority handling is supported through the approach described in Section 3.3: Tx pools can be shared by all UEs. A UEs uses the application level derived PPP to determine when to transmit in the AS. A low priority UE will defer its own D2D data transmission in a given Tx pool in a scheduling period when it detects that higher priority SAs are present.
Proposal 3
R13 Sidelink Control Information includes a 3 bit priority/preemption signaling field.
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