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[bookmark: _Ref124589705][bookmark: _Ref129681862]Introduction
In the RAN1#81 meeting, the following was agreed: 
· For a UE that transmits more than 22 HARQ-ACK/SR bits in a subframe in a CG on either PUCCH or PUSCH, 
· X-bit CRC is included in the HARQ-ACK transmission, X >= 8 
· Baseline X for evaluation purpose only: X=8
· Rel-8 TBCC and rate matching is used 
· FFS for a UE that transmits less than 23 HARQ-ACK/SR bits in a subframe in a CG on either PUCCH or PUSCH
The LTE specification contains Cyclic Redundancy Check (CRC) codes of length 8, 16 and 24 bits. The main alternative to use X=8 would be to use X=16, which is studied in this contribution. Furthermore, since at least 128 HARQ-ACK bits will be supported for TDD, higher order modulation may be considered which is also evaluated.   
CRC code for HARQ-ACK transmission 
Error probabilities with CRC detection 
[bookmark: _Ref124589665][bookmark: _Ref71620620][bookmark: _Ref124671424]In order to get some insight into the performance, the error probabilities are first analyzed. If the eNodeB sets all bits to 0 (‘NACK’) when the CRC fails, the ACK-to-NACK and NACK-to-ACK error probabilities can be expressed as follows,
							   


where  denotes the probability of at least one erroneous CRC code bit or HARQ-ACK bit. Assuming that  it can be shown from (1) and (2) that 
Generally, for a fixed transmit power, a longer CRC code will reduce the energy per coded bit and therefore increase  but will decrease  The impact of using too short a CRC code is a potentially large , which will be particularly undesirable as NACK-to-ACK errors may cause HARQ buffer corruption. A false CRC pass would mainly occur at low signal-to-noise ratio (SNR). The probability of false CRC depends on the CRC code polynomial as well as the bit error pattern [1]. In some cases, e.g., for the binary symmetric channel (BSC), analytical expressions for the  could be obtained but it assumes knowledge of the minimum Hamming distance of the codewords (consisting of CRC bits and HARQ-ACK bits) as well as the Hamming weight distribution of the codewords [2]. Under the more practical assumptions considered here, simulations will be needed for evaluation. Nevertheless, some further insight can be obtained from (1) and (2) at low SNRs, assuming close to random output of the decoder (i.e., equivalent to a BSC with transition probability , which allows the error probabilities with X bits CRC to be approximated as:


The existing PUCCH performance requirements are defined in terms of the conditional probabilities,

which may also apply to Rel-13. Thus,  is just an intermediate measure for which there exists no performance requirement. If  it follows from (3) and (4) that (7) holds when 
 
which will be the case with a proper CRC code. Therefore, the minimum SNR requirements will be determined from (6).
Error detection performance
We perform evaluations according to the assumptions of Table 1 in Appendix for the SNRs -10, -5 and 0 dB. Four different payloads are used; 10, 64, 128 and 319 HARQ-ACK bits (cf. [3]) where 1, 1, 2 and 3 Physical Resource Blocks (PRBs) are allocated per slot, respectively. For simplicity, we assume PUCCH transmission using a non-frequency hopping PUSCH, while further elaborations on new PUCCH format design are contained in [4]. We study the conditional error probabilities ,  and also Fig. 1 and 2 show that[footnoteRef:1] the  decreases slightly with an increased SNR and that  at low SNRs. Fig. 1 also plots (3) for the case of 64 bits, which is shown to be a very good approximation since the curves are overlapping with that of . It can be further seen that (5) is a good approximation at low SNRs but becomes a slight overestimation as the SNR increases. This can be understood from that  and decreases with an increased SNR since the convolutional code does not produce random bit values upon a decoding error. [1:  The  is slightly larger for the 10 HARQ-ACK bits cases, which is due to larger variance in the simulation results since the  is much smaller than for the other cases.] 

Fig. 1 and 2 show that there is a slight increase for  when X=16 compared to X=8. A 16 bit CRC will reduce the energy per coded bit with a factor  where  is the number of HARQ-ACK bits. The SNR loss could thus be approximated by  dB. For small number of HARQ-ACK bits (e.g., 10 bits), this approximation overestimates the loss, as can be verified from Fig. 1, where the gap is around 1 dB instead of 1.6 dB as given by the approximation. For larger number of HARQ-ACK bits, the loss is negligible. Moreover, by using X=16 compared to X=8, the  decreases by a factor  which is due to the  decrease. However, since  limits the performance (due to (8)), it is sufficient to use a CRC code length X=8.
A main advantage of using a CRC code is receiver simplification since explicit DTX detection could be avoided which is desirable, considering the large span of HARQ-ACK bits under consideration making it
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Figure 1. Error probabilities as function of SNR for transmission on a non-frequency hopping PUSCH on a TU channel, for a CRC code of length X=8 and X=16, for 10 HARQ-ACK bits (left) and 64 HARQ-ACK bits (right), respectively.
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Figure 2. Error probabilities as function of SNR for transmission on a non-frequency hopping PUSCH on a TU channel, for a CRC code of length X=8 and X=16, for 128 HARQ-ACK bits (left) and 319 HARQ-ACK bits (right), respectively.
cumbersome to determine DTX thresholds. The results show that a longer CRC code causes the  to increase relatively more for smaller number of HARQ-ACK bits. However, the absolute performance is much better than for large number of HARQ-ACK bits and there should be no major performance issue of including the CRC for a small number of HARQ-ACK bits. Hence, the CRC code should be included for all cases of HARQ-ACK bits[footnoteRef:2].  [2:  That would include also when a UE transmits less than 23 HARQ-ACK/SR bits in a subframe in a CG on either PUCCH or PUSCH. It should be noted that it has not yet been determined when the new PUCCH format is applicable and whether the new PUCCH format could apply to configurations with less than 23 HARQ-ACK/SR bits.] 

In terms of performance, the results show that a CRC code of length X=8 suffice when up to 319 HARQ-ACK bits are transmitted. However, it should be noted that the above evaluations are conditioned on that an ACK or NACK is transmitted. According to (1) and (2), the unconditional actual error events of ACK-to-NACK and NACK-to-ACK will even be much lower, considering the  and  are less than one. For example, typically , which implies that the NACK-to-ACK probability will decrease by an order of magnitude in practise, which further corroborates that  will be sufficiently small.
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Figure 3. Conditional ACK-to-NACK error probability as function of SNR for transmission on a non-frequency hopping PUSCH on a TU channel, using a CRC of length X=8, with HARQ-ACK bit interleaver, for different number of HARQ-ACK bits, utilizing different number of known HARQ-ACK bits.
HARQ-ACK bit interleaver
In [5], it was shown that by taking into account known values and positions of some HARQ-ACK bits (i.e., NACKs for non-scheduled carriers), the decoding performance would be similar to that of reducing the number of input HARQ-ACK bits. However, it was suggested that this requires the specification of an HARQ-ACK bit interleaver, since the decoding gains diminish when the known HARQ-ACK bits are located in a contiguous manner. While performance gains can be found from using known HARQ-ACK bits when measuring a raw bit error rate, the gain will be considerably smaller with the introduction of the CRC code (which was not considered in [5]) when measuring the . This can be realized from (3), since any codeword error will result in ACK-to-NACK error for all ACK bits and it is difficult to significantly improve the codeword error probability () by using the known bits. Fig. 3 shows that even with a HARQ-ACK bit interleaver (the TBCC sub-block interleaver was reused) and with very large number of known bits (e.g., 80 known bits out of 128), the gain from using known bits is moderate (~0.5 dB). On the other hand, the gain of reducing the number of HARQ-ACK bits (e.g., to 128-80=48) is significant (~3.5 dB). Hence, there is no justification to specify a HARQ-ACK bit interleaver and the number of HARQ-ACK bits should rather be adapted to the actual number of scheduled carriers [6]. 
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Figure 4. Conditional ACK-to-NACK error probability as function of SNR for transmission on a non-frequency hopping PUSCH on a TU channel, using a CRC of length X=8, for 128 HARQ-ACK bits, where the receiver either knows the actual distribution  or assumes a uniform distribution , respectively.


Furthermore, decoders utilizing known HARQ-ACK bits with HARQ-ACK bit interleaving should be compared to other decoding methods without having specification impact. One example is to utilize the actual probability distribution of the ACK and NACK bits in the decoding. Fig. 4 shows that a decoding algorithm which assumes that , performs ~0.7 dB better than a decoding algorithm which assumes a uniform distribution, , for the case where the actual distribution is  This gain is larger than shown in Fig. 3 (solid curves), however, it is still smaller than reducing the number of HARQ-ACK bits (dashed curves). Hence, there is no strong motivation to specify any form of HARQ-ACK bit interleaving tailored to a certain decoding algorithm. 
CRC scrambling
Use cases for CRC scrambling
The results in Sec. 2.2 showed that the performance will not be limited by the NACK-to-ACK error event. Thus, the error detection capability of the CRC code can be traded off for encoding information by scrambling the CRC with a CRC code bit mask and thereby reduce the ACK-to-NACK error probability. The eNodeB would obtain the information by decoding the CRC under different hypotheses on the CRC bit mask. With properly chosen CRC code bit masks, the  should increase linearly with the number of CRC code bit masks. The number of detection hypotheses should be considerably smaller than  in order to maintain reasonable error detection capability. Using (3), (5), (6) and (7) the maximum number of decoding hypotheses, H, which could be supported for a given CRC code length could approximately be determined by . Several types of information could be considered to be encoded by the CRC.
Scheduling Request
The new PUCCH format is expected to allow HARQ-ACK+SR transmission. There will be a performance gain (i.e., a reduced ) of encoding SR by a CRC code bit mask instead of using an explicit bit multiplexed with the HARQ-ACK bits[footnoteRef:3]. One bit is used for encoding the SR, i.e., two CRC code bit masks would be needed.  [3:  If the SR bit would not be encoded by a CRC bit mask, it should be appended to the HARQ-ACK bits when calculating the CRC code bits. ] 

UE identity
It has been argued that false (E)PDCCH detection could become an issue when aggregating large number of carriers. False (E)PDCCH detection may lead to intra-cell PUCCH interference since the UE would send a NACK on a non-allocated PUCCH resource on which another UE is transmitting the PUCCH. The reliability of the PUCCH could be improved by encoding the UE identity (C-RNTI) by a CRC bit mask, which reduces the probability that the eNodeB detects HARQ-ACK bits from the wrong UE. For this to work properly, the CRC code length has to be X=16. However, the eNodeB would need to descramble the CRC code only with the CRC code bit mask corresponding to the desired UE, i.e., one detection hypothesis is maintained. Hence, the  and   would not increase. 
HARQ-ACK codebook size
The results in Fig. 3 show that it is beneficial to reduce the number of transmitted HARQ-ACK bits, i.e., the HARQ-ACK codebook size. A concern is that this may result in error cases where the UE and the eNodeB assume different number of HARQ-ACK bits. Another error case could be where the UE and the eNodeB assume different order of the HARQ-ACK bits, e.g., if the UE missed the (E)PDCCH on one carrier and falsely detected the (E)PDCCH on another carrier. If error cases arise, it is important that the eNodeB is not able to successfully decode the HARQ-ACK bits or is able to detect that there is an inconsistency on the number of HARQ-ACK bits assumptions.  
These error cases could be mitigated by encoding information related to the assumed number of
[image: ][image: ]
Figure 5. Error probabilities as function of SNR for transmission on a non-frequency hopping PUSCH on a TU channel,  for 1, 2 or 4 CRC detection hypotheses, using a CRC of length X=8, for 10 HARQ-ACK bits (left) and 64 HARQ-ACK bits (right), respectively.
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Figure 6. Error probabilities as function of SNR for transmission on a non-frequency hopping PUSCH on a TU channel,  for 1, 2 or 4 CRC detection hypotheses, using a CRC of length X=8, for 128 HARQ-ACK bits (left) and 319 HARQ-ACK bits (right), respectively.
HARQ-ACK bits into the CRC code. Thereby, erroneous decoding could be circumvented and the eNodeB would be able to avoid error cases due to different assumptions on HARQ-ACK codebook. For example, different CRC code bit masks could correspond to different HARQ-ACK codebook sizes. 
Performance of CRC scrambling
In the following, we evaluate the performance degradation from using detection with 1, 2 or 4 CRC detection hypotheses (i.e., CRC scrambling sequences) and CRC code length X=8. Fig. 5 and 6 show that  is almost unaffected by adding more decoding hypotheses. This can be understood from (3), which is independent of the CRC detection probability. On the other hand the  increases almost linearly with the number of hypotheses. Still, we can confirm again that it will be the  which will determine the minimum SNR fulfilling the performance requirements and there is no issue with encoding a few bits of information by the CRC code. 
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Figure 7. Required SNR for 1% conditional ACK-to-NACK probability for transmission on a non-frequency hopping PUSCH on a TU channel, using 1 PRB pair and QPSK and 16-QAM modulation, respectively.  
Higher order modulation
Higher order modulation, such as 16-QAM, allows for larger UCI payload, or alternatively a smaller PUCCH overhead for a given UCI payload. Typically, these advantages come at the expense of higher required SNR due to the smaller Euclidean distance for 16-QAM. However, despite this there are cases where the lower code rate (i.e., 2x reduction) resulting from using 16-QAM renders gains over using QPSK. As can be inferred from Fig. 5, these gains occur at large code rates for QPSK. High code rates could be envisaged to be feasible if, e.g., 8 RX antennas are used. Hence, further study of 16-QAM should be done once more details on the new PUCCH format are clear.
Conclusion
The results and analysis lead to the following proposal:
Proposal:
· A CRC code of length X=8 is used for up to 319 HARQ-ACK bits. 
· For HARQ-ACK+SR transmission, the SR is encoded by CRC scrambling.
· FFS: CRC scrambling with C-RNTI and/or with the number of HARQ-ACK bits
· The CRC code should be included with the HARQ-ACK transmission regardless of the number of transmitted HARQ-ACK bits.
· Rel-8 TBCC and rate matching is always used.  
· There shall be no specification of a HARQ-ACK bit interleaver.
· Usage of 16-QAM should be evaluated further once more details on the new PUCCH format are clear.
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Appendix
Table 1. Simulation assumptions.
	Parameter
	Setting

	Carrier frequency
	2 GHz

	Carrier bandwidth
	5 MHz

	Channel model
	TU, 3 km/h

	Antenna setup
	1Tx, 2Rx

	Channel coding
	Rel-8 TBCC and rate matching

	PUCCH format
	Non-FH PUSCH

	Channel estimation
	Practical

	Number of HARQ-ACK bits , Number of PRBs per slot
	(10,1), (64,1), (128,2), (319,3)

	CRC length
	8 or 16 bits

	Performance metric
	





image3.emf
-10 -9 -8 -7 -6 -5 -4 -3 -2 -1 0

10

-7

10

-6

10

-5

10

-4

10

-3

10

-2

10

-1

10

0

Signal-to-noise ratio [dB]

Error probability

 

 

Pr[ACKNACK|ACK], X=8

Pr[NACKACK|NACK], X=8

Pr[CRC pass|decoding error], X=8

Pr[ACKNACK|ACK], X=16

Pr[NACKACK|NACK], X=16

Pr[CRC pass|decoding error], X=16


image4.emf
-10 -9 -8 -7 -6 -5 -4 -3 -2 -1 0

10

-7

10

-6

10

-5

10

-4

10

-3

10

-2

10

-1

10

0

Signal-to-noise ratio [dB]

Error probability

 

 

Pr[ACKNACK|ACK], X=8

Pr[NACKACK|NACK], X=8

Pr[CRC pass|decoding error], X=8

Pr[ACKNACK|ACK], X=16

Pr[NACKACK|NACK], X=16

Pr[CRC pass|decoding error], X=16


image5.emf
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

10

-3

10

-2

10

-1

10

0

Signal-to-noise ratio [dB]

Pr[ACK



NACK|ACK transmission]

 

 

128 information bits, 0 known bits

128 information bits, 40 known bits

128 information bits, 80 known bits

88 information bits, 0 known bits

48 information bits, 0 known bits


image6.emf
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

10

-3

10

-2

10

-1

10

0

Signal-to-noise ratio [dB]

Pr[ACK



NACK|ACK transmission]

 

 

Known distribution

Uniform distribution


image7.emf
-10 -9 -8 -7 -6 -5 -4 -3 -2 -1 0

10

-5

10

-4

10

-3

10

-2

10

-1

10

0

Signal-to-noise ratio [dB]

Error probability

 

 

Pr[ACKNACK|ACK], 1 hyp.

Pr[NACKACK|NACK], 1 hyp.

Pr[CRC pass|decoding error], 1 hyp.

Pr[ACKNACK|ACK], 2 hyp.

Pr[NACKACK|NACK], 2 hyp.

Pr[CRC pass|decoding error], 2 hyp.

Pr[ACKNACK|ACK], 4 hyp.

Pr[NACKACK|NACK], 4 hyp.

Pr[CRC pass|decoding error], 4 hyp.


image8.emf
-10 -9 -8 -7 -6 -5 -4 -3 -2 -1 0

10

-4

10

-3

10

-2

10

-1

10

0

Signal-to-noise ratio [dB]

Error probability

 

 

Pr[ACKNACK|ACK], 1 hyp.

Pr[NACKACK|NACK], 1 hyp.

Pr[CRC pass|decoding error], 1 hyp.

Pr[ACKNACK|ACK], 2 hyp.

Pr[NACKACK|NACK], 2 hyp.

Pr[CRC pass|decoding error], 2 hyp.

Pr[ACKNACK|ACK], 4 hyp.

Pr[NACKACK|NACK], 4 hyp.

Pr[CRC pass|decoding error], 4 hyp.


image9.emf
-10 -9 -8 -7 -6 -5 -4 -3 -2 -1 0

10

-4

10

-3

10

-2

10

-1

10

0

Signal-to-noise ratio [dB]

Error probability

 

 

Pr[ACKNACK|ACK], 1 hyp.

Pr[NACKACK|NACK], 1 hyp.

Pr[CRC pass|decoding error], 1 hyp.

Pr[ACKNACK|ACK], 2 hyp.

Pr[NACKACK|NACK], 2 hyp.

Pr[CRC pass|decoding error], 2 hyp.

Pr[ACKNACK|ACK], 4 hyp.

Pr[NACKACK|NACK], 4 hyp.

Pr[CRC pass|decoding error], 4 hyp.


image10.emf
-10 -9 -8 -7 -6 -5 -4 -3 -2 -1 0

10

-4

10

-3

10

-2

10

-1

10

0

Signal-to-noise ratio [dB]

Error probability

 

 

Pr[ACKNACK|ACK], 1 hyp.

Pr[NACKACK|NACK], 1 hyp.

Pr[CRC pass|decoding error], 1 hyp.

Pr[ACKNACK|ACK], 2 hyp.

Pr[NACKACK|NACK], 2 hyp.

Pr[CRC pass|decoding error], 2 hyp.

Pr[ACKNACK|ACK], 4 hyp.

Pr[NACKACK|NACK], 4 hyp.

Pr[CRC pass|decoding error], 4 hyp.


image11.emf
220 225 230 235 240 245 250

12

12.5

13

13.5

14

14.5

15

Number of bits

Minimum SNR [dB]

 

 

QPSK

16-QAM


image1.emf
-10 -9 -8 -7 -6 -5 -4 -3 -2 -1 0

10

-6

10

-5

10

-4

10

-3

10

-2

10

-1

10

0

Signal-to-noise ratio [dB]

Error probability

 

 

Pr[ACKNACK|ACK], X=8

Pr[NACKACK|NACK], X=8

Pr[CRC pass|decoding error], X=8

Pr[ACKNACK|ACK], X=16

Pr[NACKACK|NACK], X=16

Pr[CRC pass|decoding error], X=16


image2.emf
-10 -9 -8 -7 -6 -5 -4 -3 -2 -1 0

10

-7

10

-6

10

-5

10

-4

10

-3

10

-2

10

-1

10

0

Signal-to-noise ratio [dB]

Error probability

 

 

Pr[ACKNACK|ACK], X=8

Pr[NACKACK|NACK], X=8

Pr[CRC pass|decoding error], X=8

Pr[ACKNACK|ACK], X=16

Pr[NACKACK|NACK], X=16

Pr[CRC pass|decoding error], X=16

Approximation (3)

Approximation (5)


