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1
Introduction
In the LAA SI conclusion, it was agreed to use a Cat 4 LBT scheme with variable window size for channel access. In this document, we discuss the details of the DL LBT operation for LAA including a proposed trigger mechanism by counting the number of busy periods between transmissions for adapting the window size.
2
DL LBT 
The LBT procedure is implemented using a Cat 4 LBT based spectrum sharing mechanism based on a clear channel assessment (CCA) scheme using energy detection as described below. A transmitter operating in the unlicensed spectrum and attempting channel access can be in one of 4 possible states: (1) Idle state (2) Self-deferral state (3) Countdown state and (4) Transmit state. An eNB can be assumed to be in idle state when it is initially configured to start transmissions on a channel. The rest of the states are defined in the later part of the document. 

2.1
Initial Defer

When an eNB is in idle or in self-deferral state, the eNB performs a CCA check using energy detect. The eNB observes the channel for at least the duration of InitialDeferPeriod. If the averaged detected energy during this period is less than the energy detection threshold during this period, the eNB may immediately transmit on the channel. 
2.2 
Extended CCA

If the eNB finds the channel occupied during the InitialDeferPeriod, it shall not transmit on that channel and continue to observe the channel until it finds the channel to be idle for at least a duration of DeferPeriod. Once the channel is detected as idle for at least DeferPeriod, the eNB draws a random number N uniformly distributed between 1 and q. N is the minimum number of unoccupied CCA slots of duration CCASlotTime, which the eNB needs to observe before the start of the next transmission. The eNB decrements the value of N every time it observes an idle slot. If the channel is occupied when N > 0, the eNB waits until the channel is idle for at least one defer period before resuming the countdown once again. 

When the countdown reaches 0, the eNB may transmit. If the eNB has further traffic to transmit, it generates a new random number N based on an updated value of q and starts the countdown procedure once again. 

If the eNB does not transmit on the channel once N reaches zero, the eNB is considered to be in self-deferral state. Finally, the eNB is considered to be in idle state, if it has no further traffic to transmit. 
2.3 
Maximum Channel Occupancy Time
The total time an eNB transmits on the channel shall be less than MCOT. If the eNB schedules UL transmissions, the total sum duration of DL and UL transmissions including the switching time between DL and UL shall be less than MCOT.
2.4
LBT with multiple traffic classes
LAA uses carrier aggregation between licensed and unlicensed carriers to transmit data to UEs. Due to the presence of highly reliable licensed carrier as a PCell, high priority traffic such as voice can be transmitted on the licensed carrier and all traffic on unlicensed carriers can be transmitted as best effort traffic. Thus, LAA need not define LBT with multiple different traffic classes.
2.5
Contention window adaptation
The value of q may be updated after the completion of transmission based on the channel conditions at the initiating or (possible multiple) responding UEs. When adapting the value of q, the eNB should ensure that all the equipment obtain a fair share of medium access opportunities for itself and for all the UEs it schedules while maximizing the overall medium utilization and minimizing the probability of collision with transmission from other nodes.
In LAA, the eNB may schedule multiple UEs in a given subframe and different sets of UEs in different subframes. In addition, LTE uses HARQ and high first retransmission error rate and up to 3 retransmissions to operate at peak capacity and uses CQI feedback to adapt to the fast channel and interference variation. In addition the ACK/NACK report in LAA is delayed considerably even when transmitted on the licensed carrier. Thus, the defining the success or failure of each transmission to adapt the contention window size may not be ideal for LAA.
We now propose an alternative algorithm based on the number of interruptions per transmission (IPT) for adapting the contention window size for LAA eNBs. An interruption is defined as observing a channel to be busy until the channel is idle again if the eNB is in countdown state or idle state. In particular, IPT is the number of interruptions between two successive transmission attempts if the eNB is in countdown state, or the number of interruptions   between the reception of the packet and the first transmission attempt after the packet reception if the eNB is in idle state. A target value of q (denoted by q_target) is determined by using a calibration curve which provides a relationship between the number of interruptions and the expected contention window size. 
This calibration curve is determined by assuming that a given number of nodes (within energy detect range) follow an exponential backoff rule based on collisions and determining the average observed contention window size assuming full buffer traffic and the average observed IPT. The functional dependence of the average contention window size on the average IPT can be then determined as the number of nodes varies. 
The observed number of channel interruptions are then used to determine the target window size. If the target window size is larger than the current window size, then the contention window size is increased and if the target window size is smaller than the current window size, the contention window size for attempting the next transmission is reduced. The contention window size may be filtered to reduce the variation between each successive transmission. 
Such a scheme does not depend on any technology specific elements and only uses the number of the times the channel is detected as busy between transmissions to adjust the window size. Simulation results show that even in scenarios with a large number of nodes, such a method can provide good performance to LAA nodes using IPT based backoff while maintaining the throughput achieved by WiFi nodes.

2.5.1 Simulation assumptions and results

The simulation is rule based, and adopt the following assumptions. There are two operators: operator 1 deploys WiFi and operator 2 deploys LAA. Full buffer is assumed for all nodes, which are all within energy detect range of each other. The slot duration, TxOP and data transmission rate are identical for WiFi and LAA. The only difference between the operations of nodes from the two operators is the contention window adaptation mechanism. That is, WiFi nodes adapt the contention window using an exponential backoff rule based on collisions, and LAA nodes adapt the contention window using an IPT rule based on the measurements of interruptions. In particular, the IPT rule used by LAA is as follows.

1. After each transmission attempt (either success or collision), the node measure the IPT between the last successive transmission attempts, and the measurement is denoted by IPT_measure.
2.  The node uses the calibration curve q_target = q_min + q_slope*IPT_meausure to determine the target contention window size q_target, where q_min is the minimum contention window size for LAA, and q_slope is the linear scaling coefficient. The calibration curve used here is obtained following the procedure described in Section 2.5.
3. Let q_current be the current contention window size, and q_next be the contention window size for the next transmission attempt. If q_current > q_target, q_next = q_min. Otherwise, q_next = max(q_current*3, q_max), where q_max is the maximum contention window size for LAA.
The value of configuration parameters in the rule-based simulation can be found in the appendix. We report the comparison of full buffer throughput (in Mbps) when LAA using exponential backoff (EB) based on collision or IPT rule based on non-collision measurement, and the results are presented for various scenarios with different numbers of WiFi and LAA eNBs in the following table, where nWiFi denotes the number of WiFi eNBs of operator 1 performing DL and nLAA denotes the number of LAA eNBs of operator 2 performing DL.
Table 2.5.1-1 Comparison of the full buffer throughput

	
	nWiFi = 1, nLAA = 1
	nWiFi = 5, nLAA = 1
	nWiFi = 10, nLAA = 1
	nWiFi = 15, nLAA = 1
	nWiFi = 20, nLAA = 1

	
	LAA
	WiFi
	LAA
	WiFi
	LAA
	WiFi
	LAA
	WiFi
	LAA
	WiFi

	EB
	28.39
	28.47
	11.72
	12.16
	6.15
	6.12
	3.96
	4.01
	2.91
	2.94

	IPT
	28.38
	28.48
	12.20
	12.10
	6.49
	6.09
	4.32
	3.98
	3.21
	2.92


(a)
	
	nWiFi = 5, nLAA = 5
	nWiFi = 5, nLAA = 10
	nWiFi = 5, nLAA = 15
	nWiFi = 5, nLAA = 20

	
	LAA
	WiFi
	LAA
	WiFi
	LAA
	WiFi
	LAA
	WiFi

	EB
	6.78
	6.83
	4.36
	4.22
	3.09
	3.18
	2.39
	2.47

	IPT
	6.83
	6.85
	4.39
	4.23
	3.12
	3.02
	2.41
	2.30


(b)
	
	nWiFi = 10, nLAA = 5
	nWiFi = 10, nLAA = 10
	nWiFi = 10, nLAA = 15
	nWiFi = 10, nLAA = 20

	
	LAA
	WiFi
	LAA
	WiFi
	LAA
	WiFi
	LAA
	WiFi

	EB
	4.42
	4.27
	3.13
	3.09
	2.37
	2.46
	1.94
	1.95

	IPT
	4.38
	4.29
	3.14
	3.06
	2.45
	2.30
	2.03
	1.73


(c)
As aforementioned, the simulation results show that for a large number of scenarios, such a method can provide good performance to LAA nodes using IPT based backoff while maintaining the throughput achieved by WiFi nodes.
2.6
Energy detection threshold
The energy detection threshold is used to determine whether the channel is busy or idle in a given slot or defer period. Currently, the energy detection threshold is given as 
TL = -73dBm/MHz + (23dBm – PH)/1MHz, 

if the transmit power is less than 23dBm and is set at -73dBm/MHz otherwise. We propose to use this formula to determine the maximum ED threshold for LAA nodes. However, LAA nodes may use a lower ED threshold by using an adaptive energy detection threshold to coexist well with WiFi nodes. The details of such an adaptation algorithm need not be specified as part of the LAA spec and can be based on a proprietary implementation. 
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Conclusions 

In this document, we discuss the LBT scheme at the LAA eNBs operating in the unlicensed spectrum. We propose to use an interruption based method to adjust the contention window size for each transmission. Simulation results demonstrate that such a method can provide good coexistence between LAA and WiFi nodes even in very dense scenarios and full buffer traffic.
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Appendix
A.1 Simulation parameters

	WiFi CW min
	15

	WiFi CW max
	1023

	Minimum q
	14

	Rate of q change
	3.2

	Maximum q
	1023

	WiFi TXOP
	3ms

	LAA TXOP
	3ms

	Slot duration
	9us

	WiFi data rate
	90Mbps

	LAA data rate
	90Mbps

	Simulation time
	20secs
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