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1. Introduction

In RAN1#80bis [1], the following was agreed as working assumptions for DL listen-before-talk (LBT) operation with variable contention window size.

	Working assumptions:
· If LAA is adopting a LBT category 4 scheme for DL transmission, it will be based on ETSI option B modified to a LBT category 4 scheme except for the following modifications that ensure fairness with Wi-Fi:

· The size of the LAA contention window is variable via dynamic exponential backoff or semi-static backoff between X and Y ECCA slots

· The value of X and Y is a configurable parameter

· FFS: which trigger and rate for adapting the size of the contention window

· Consider minimum ECCA slot size smaller than 20 µs

· The initial CCA (ICCA) can be configurable to be comparable to the defer periods of Wi-Fi (e.g., DIFS or AIFS)

· FFS: Conditions under which initial CCA is used

· When ECCA countdown is interrupted, a defer period (not necessarily the same as ICCA) is applied after channel becomes idle

· FFS: Continuing count down during defer period

· The defer period is configurable. It can be configured to be comparable to defer periods of Wi-Fi (e.g. DIFS or AIFS). 

· FFS: A defer period configured to be zero.

· FFS: how matching is done when multiple UEs are scheduled in a subframe with different QoS, or when a transmission contains no PDSCH (e.g. DRS, CSI-RS), or when a transmission contains UL grants

· FFS: Relationship, if any, between contention window and maximum channel occupancy?

· Discuss the values of all the above parameters at RAN1#81

· FFS: Applicability of this to DRS

· Adaptability of the energy detection threshold can be applied

· Defer period: Minimum time that a node has to wait after the channel becomes idle before transmission, i.e., a node can transmit if the channel is sensed to be idle for ≥ defer period. 
· Companies are encouraged to provide evaluations at RAN1#81 for LBT category 4 schemes in accordance with the above


Considering above working assumptions, we suggest design options for a LBT category 4 scheme and provide evaluation results to compare them.
2. Contention window (CW) adjustments
In order to ensure the fair coexistence with WiFi, it may be necessary to introduce exponential backoff in LAA. If we apply WiFi-like exponential backoff algorithm, we have to determine when CW size is increased or decreased based on what information.
An alternative can be LBE procedure option A as defined in [2], which adapts CW size based on the result of CCA check at transmitter side. This procedure is very simple because it does not need any measurement or feedback of receiver. However, in case that eNB can utilize feedback information from UE, the information can be useful for the eNB to understand current network status well. Considering contention-based channel access in unlicensed band, DL transmission can collide with another node’s transmission. If collision occurs, it may be more desirable not to decrease modulation order but to increase CW size. Therefore, it can be important to distinguish collision-based failure from the failure due to channel error.
Another alternative can be to adjust CW size based on feedback which can be interpreted that collision occurs or not. For the convenience, we call the feedback as collision indication (CI). For example, if eNB receives NACK from a UE, it can think that the UE suffers from collision, but it might be inaccurate considering that the target error rate of initial transmission is about 10 %. Instead of NACK, if eNB detects DTX, it can determine that collision occurs because the (E)PDCCH is more robust than PDSCH in general. But, it also has a problem that it is useful only for self-CC scheduled UEs. Therefore, we may need additional signalling to distinguish between channel error and collision. Once a UE can detect collision (e.g., if interference level suddenly increases and signal level varies within narrow limits), the UE can transmit a new feedback state in addition to ACK/NACK/DTX. If the new feedback state is not introduced, the UE can feedback DTX state to inform collision even if DL grant for U-cell is successfully decoded.
Based on CI, eNB can adjust CW size. When an eNB tries to start LBT mechanism at subframe #n after a DL transmission burst is completed at subframe #(n–1), CW size may be updated based on CI at subframe #(n–1) just as WiFi. However, it is noted that LAA is inherently different from WiFi system in that HARQ ACK/NACK feedback is done at least 4 ms after the reception of PDSCH from UE perspective. That makes it difficult to update CW size dynamically. Therefore, CW size can be updated based on accumulated CI (e.g., ACK/NACK/DTX ratio during constant time window).
We provide the preliminary system level simulation results of alternatives for CW size adjustment. Figure 1 show throughput performance in case of WiFi-LAA coexistence for indoor single carrier environment. In the figures, “CCA” indicates LBE procedure option A as defined in [2], which adapts CW size based on the result of CCA check at transmitter side and “A/N” indicates CW size adjustment based on HARQ ACK/NACK at subframe just before starting LBT mechanism. We assume that X=16, Y=1024, ECCA slot=24 us for “CCA”. For “A/N”, in order to make expected contention time of LAA compatible to that of WiFi for fair comparison, we set X=6 and Y=384 for 24 usec ECCA slot size in LAA, considering CWmin=16 and CWmax=1024 for 9 usec slot size in WiFi. Detailed simulation assumptions are shown in Appendix. As shown in the figure, we can observe that there is a quite large performance difference of WiFi and LAA depending on how to adjust CW size. Therefore, we should carefully study further details such as X and Y and how to adjust CW size and so on.
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Figure 1. Average UPT with CW size adjustment
Observation 1: The performance variation of WiFi and LAA can be significant depending on how to adjust CW size.
Suggestion: Consider following alternatives for CW size adjustment

· Alt. 1: CW size is adjusted based on the CCA results at transmitting eNB side.
· Alt. 2: CW size is adjusted based on collision indication (CI) feedback by UE.

· Candidates for CI
· NACK
· DTX
· New state
· Alt. 2-1: When LBT mechanism starts at subframe #n, CW size is adjusted based on CI at subframe #(n–1).
· Alt. 2-2: CW size is adjusted based on accumulated CI (e.g., ACK/NACK/DTX ratio during constant time window).

3. Counting down operation during defer period
If eNB has to wait for defer period without counting down ECCA counter whenever the channel is measured as busy, a large amount of time can be wasted for defer period. So, we can consider counting down ECCA counter if it can be guaranteed that eNB waits for at least defer time before transmission. For example, if ECCA counter is vanished more quickly than defer period, eNB has to perform CCA check until defer period is guaranteed.
We provide initial system level evaluation results depending on whether ECCA counter is decreased during defer period or not. Figure 3 shows throughput performance in case of indoor single carrier scenario. In the figure, “Freeze” indicates freezing ECCA counter during defer period and “CountDown” indicates counting down ECCA counter during defer period. We assume that CW size is updated based on HARQ ACK/NACK at subframe just before starting LBT mechanism. Also, we assume that X=6, Y=384, ECCA slot=24 us. As shown in the figure, allowing to count down ECCA counter during defer period provides performance gain for LAA coexisting with WiFi due to decrease of contention time.
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Figure 2. Average UPT with or without counting down ECCA counter during defer period
Observation 2: By allowing to count down ECCA counter during defer period, we can achieve performance gain for LAA coexisting with WiFi due to the decrease of contention time.
4. CCA related parameters configuration
According to working assumptions in Section I, X (minimum CW size), Y (maximum CW size), ICCA size, ECCA slot size, and defer period length are configurable parameters. In addition, we discussed how to apply the configurable parameters for DRS, CSI-RS, UL grant, etc. Thus, we can consider that the parameters can be configured differently as follows:
· Per channel (e.g., the configurable parameters for DRS can be set smaller than that for PDSCH)

· Per QoS level (e.g., the parameters for high priority service can be set smaller than that for other services)

· Per UE (e.g., the parameters for UEs suffering from high interference can be set larger than that for other UEs)

· Per the number of transmission (e.g., the parameters for re-transmissions can be set smaller than that for initial transmission)
5. Summary and conclusion
In this contribution, we have discussed further design details for DL LBT operation with variable contention window size. The suggestion and observations of this contribution are summarized as follows.
Suggestion: Consider following alternatives for CW size adjustment

· Alt. 1: CW size is adjusted based on the CCA results at transmitting eNB side.

· Alt. 2: CW size is adjusted based on collision indication (CI) feedback by UE.

· Candidates for CI

· NACK

· DTX

· New state

· Alt. 2-1: When LBT mechanism starts at subframe #n, CW size is adjusted based on CI at subframe #(n–1).
· Alt. 2-2: CW size is adjusted based on accumulated CI (e.g., ACK/NACK/DTX ratio during constant time window).

Observation 1: The performance variation of WiFi and LAA can be significant depending on how to adjust CW size.
Observation 2: By allowing to count down ECCA counter during defer period, we can achieve performance gain for LAA coexisting with WiFi due to the decrease of contention time.
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7. Appendix
	
	LAA
	WiFi

	Macro cell layout
	19 sites

	Number of carriers
	1

	Antenna configuration
	1Tx2Rx

	CCA threshold
	-62 dBm
	-62 dBm for CCA-ED
-82 dBm for CCA-CS

	CCA slot length
	Initial CCA: 34 us
Extended CCA: 24 us

Defer period: 34 us
	8 us

	TX burst length
	< 4 ms

	MCS
	Exclude 256 QAM

	RTS/CTS
	Not modelled

	Rate control
	Closed loop
	Open loop
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