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1 Introduction

A new UL DPCCH slot format is proposed in [1], wherein TFCI is sent in the first 10 slots with 2 bits transmitted in one slot. The working assumption on TFCI coding is made as below [2]:
	Working assumption on TFCI encoding

· The existing TFCI encoding using (32,10) code is used, and the first 20 bits are transmitted in the first 10 slots of the UL DPCCH TTI. The code words to be used are 0,1,2,…,N, where the N is the maximum number of TFCs -1.

· MSB of the TFCI is used to indicate whether 10 ms or 20 ms transmission mode is used in the TTI


This contribution provides an analysis on the performance comparison of (32, 10) code with other options. The advantage of the (32, 10) code compared to other options is confirmed in the case of N≤12 according to our analysis. It is also observed that MSB indication of 10ms/20ms transmission mode is not as good as using the first consecutive TFCIs. Furthermore, a negligible improvement is observed by shifting the beginning row index of the 20 bits. In case of N=128, (20, 7) code has minor gain over (32, 10) subcode.
2 Discussion
For TFCI transmission, 20 TFCI bits shall be transmitted in the first available 10 slots, and there are in total 3 codes mentioned in [3], which are also included in the Annex.
· Option 1: sub-code of (32,10) codes, using the first 20 bits
· Option 2: (20,5) codes

· Option 3: (20, 7) codes
There are in total N TFCs, and we assume 0~N-1 is mapped to length-K binary bits as the input of TFCI coding, wherein K is the input length of the coding options above, i.e. 10, 5, or 7. For each input codeword into the coding block, we can obtain an output codeword. Hence for the total N TFCs, we can obtain N output codewords in total. At the receiver, the received signal is compared to each codeword in the decoding space, which consists of the N output codewords, and the decision is made by maximum likelihood detection. 
When considering MSB of the TFCI is used to indicate the 10ms/20ms transmission mode, it is shown in Annex Section 5.2 the performance of MSB indication is not as good as using the first consecutive TFCIs, i.e. TFCI 0~N/2-1 indicates 10ms transmission, and TFCI N/2~N-1 indicates 20ms transmission. 

In the following sections it is assumed that MSB is not used to indicate the 10ms/20ms transmission mode.
2.1 N = 12
For instance, N=12, the following figure shows the performance difference among the three code options. It can be observed that the (32, 10) sub code has about 1dB gain over the other code options at 1% error probability.
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Figure 1: Block error detection performance comparison for code options
One method of analyzing code performance is using code distance spectrum. By identifying the minimum (and second minimum) code distance, and also the number of them, for each codeword, we can have a rough evaluation for the codebook. We list the output codebook for above options in the Annex and also the code distance matrix for each codebook. We show the average code distance spectrum for all three options concerned. 
Table 1: Average code distance spectrum of the codebook output from (32, 10) sub-code, (20, 5) and (20, 7) code, 12 code words, Length = 20
	
	8
	10
	11
	12

	(32, 10) sub-code
	2/3
	3
	6
	4/3

	(20, 5)
	11
	0
	0
	0

	(20, 7)
	29/3
	0
	0
	4/3


Denote P(i) as the pair-wise error probability with code distance i at given SNR, with property P(i)>P(k) if i<k.

Pe,(32,10)= 2/3*P(8)+3*P(10)+6*P(11)+4/3*P(12)
< 2/3*P(8)+3*P(8)+6*P(8)+4/3*P(12) = 29/3*P(8)+4/3*P(12) = Pe,(20,7) 
< 29/3*P(8)+4/3*P(8)  =  11*P(8) = Pe,(20,5)
This can explain why in [3] and also in Figure 1 the error rate of (32, 10) sub code is always smaller than the others. 

It is interesting to find that the first 20 bits out of the output 32 bits from (32, 10) coding has good performance. The next question is whether they are the best selection of 20 bits? What is the best (or a better) selection? To identify the answer, we have another analysis on the impact of beginning index offset in case of codeword number N=12 and 6. We find that a simple shift of the 20 bits, starting from index 8 (or 10) instead of 0 can improve the minimum code distance from 8 to 9 when N=12, may provide better performance, while keep the same code spectrum when N = 6. However from the simulation shown in Figure 2 which assumes N=12, the improvement at Pe=1% is negligible.
Table 2: code distance spectrum of the codebook output from (32, 10), 12 code words, length = 20 bits, beginning index offset from 0 to 12

	beginning index offset
	8
	9
	10
	11
	12
	13

	0,1,2
	 2/3
	0    
	3    
	6    
	4/3
	0    

	3,7
	0    
	 2/3
	5    
	4    
	 2/3
	2/3

	4,5,6,8,9,10
	0    
	2/3
	13/3
	14/3
	 2/3
	2/3

	11
	 2/3
	0    
	9    
	0    
	4/3
	0    

	12
	 2/3
	4    
	5    
	4/3
	0    
	0    


Table 3: code distance spectrum of the codebook output from (32, 10), 6 code words, length = 20 bits, beginning index offset from 0 to 12
	beginning index offset
	8
	9
	10
	11
	12
	13

	0,2,8,10
	0
	0
	4/3
	3
	2/3
	0

	1,9,
	0
	0
	5/3
	8/3
	2/3
	0

	3,11
	0
	0
	13/3
	0
	2/3
	0

	4,6
	0
	2/3
	2
	7/3
	0
	0

	5,7
	0
	2/3
	7/3
	12
	0
	0

	12
	0
	2
	7/3
	2/3
	0
	0
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Figure 2: Block error detection performance comparison for different beginning index offset assuming N=12 TFCIs
2.2 N = 128 (7 bits)

When we consider N=128 (7 bits), we analyze the code distance spectrum of the (32, 10) sub code with different beginning offset, and compares to that of (20, 7) code. We find (20, 7) may outperform (32, 10) sub code with any index offset due to its larger minimum distance than (32, 10) sub code, shown in Table 4. The simulation results in Figure 3 verify the analysis, and further show that the performance difference due to different index offset is negligible.
Table 4: Code distance spectrum of the codebook output from (20, 7) and (32, 10), 128 code words, length = 20 bits, beginning index offset from 0 to 12 for (32, 10)
	
	beginning index offset
	4
	5
	6
	7
	8
	9
	10
	11
	12
	13
	14
	15
	16
	17
	20

	Sub code of (32,10)
	0
	
	1
	3
	9
	11
	22
	34
	22
	11
	9
	3
	1
	
	
	1

	
	1
	
	1
	5
	5
	11
	26
	30
	26
	11
	5
	5
	1
	
	
	1

	
	2,8
	
	1
	4
	7
	11
	24
	32
	24
	11
	7
	4
	1
	
	
	1

	
	3,6,11
	
	2
	2
	8
	11
	22
	36
	22
	11
	8
	2
	2
	
	
	1

	
	4
	
	3
	1
	5
	15
	24
	30
	24
	15
	5
	1
	3
	
	
	1

	
	5
	
	2
	3
	8
	7
	22
	42
	22
	7
	8
	3
	2
	
	
	1

	
	7
	
	3
	2
	5
	11
	24
	36
	24
	11
	5
	2
	3
	
	
	1

	
	9
	
	0
	5
	8
	11
	24
	30
	24
	11
	8
	5
	0
	
	
	1

	
	10
	
	1
	3
	9
	11
	22
	34
	22
	11
	9
	3
	1
	
	
	1

	
	12
	1
	1
	3
	5
	10
	26
	34
	26
	10
	5
	3
	1
	1
	
	1

	(20, 7)
	
	
	
	
	45
	33
	
	
	18
	30
	
	
	
	1
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Figure 3: Block Error detection performance comparison for (20, 7) and (32, 10) with different beginning index offset 

3 Conclusion
The (32, 10) basis in the working assumption on TFCI encoding is confirmed to have better performance than (20, 5) and (20, 7) basis sequence when the total number of codewords is not larger than 12. It is also observed that MSB indication of 10ms/20ms transmission mode is not as good as using the first consecutive TFCIs. The shifting of beginning index of (32, 10) sub code seems not necessary because negligible performance gains can be observed in case of N=12 and the gains may vanish in case of N=6. If we consider the total number of codewords up to 128, (20, 7) code may be a better choice, but the performance gain over (32, 10) sub code is marginal. 
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5 Annex

5.1 Not considering MSB of the TFCI as indication of 10/20 ms transmission mode

[image: image4.emf]TFCI

(10 bits)

a

9

...a

0

(32,10) code

TFCI

code word

b

0

...b

31



[image: image5.emf]TFCI

(7 bits)

a

6

...a

0

(20,7) code

TFCI

code word

b

0

...b

19

TFCI

(5 bits)

a

4

...a

0

(20,5) code

TFCI

code word

b

0

...b

19


Figure 4: Channel coding of TFCI information bits in [3]
Table 5: Basis sequence for (32, 10) TFCI code

	i
	Mi,0
	Mi,1
	Mi,2
	Mi,3
	Mi,4
	Mi,5
	Mi,6
	Mi,7
	Mi,8
	Mi,9

	0
	1
	0
	0
	0
	0
	1
	0
	0
	0
	0

	1
	0
	1
	0
	0
	0
	1
	1
	0
	0
	0

	2
	1
	1
	0
	0
	0
	1
	0
	0
	0
	1

	3
	0
	0
	1
	0
	0
	1
	1
	0
	1
	1

	4
	1
	0
	1
	0
	0
	1
	0
	0
	0
	1

	5
	0
	1
	1
	0
	0
	1
	0
	0
	1
	0

	6
	1
	1
	1
	0
	0
	1
	0
	1
	0
	0

	7
	0
	0
	0
	1
	0
	1
	0
	1
	1
	0

	8
	1
	0
	0
	1
	0
	1
	1
	1
	1
	0

	9
	0
	1
	0
	1
	0
	1
	1
	0
	1
	1

	10
	1
	1
	0
	1
	0
	1
	0
	0
	1
	1

	11
	0
	0
	1
	1
	0
	1
	0
	1
	1
	0

	12
	1
	0
	1
	1
	0
	1
	0
	1
	0
	1

	13
	0
	1
	1
	1
	0
	1
	1
	0
	0
	1

	14
	1
	1
	1
	1
	0
	1
	1
	1
	1
	1

	15
	1
	0
	0
	0
	1
	1
	1
	1
	0
	0

	16
	0
	1
	0
	0
	1
	1
	1
	1
	0
	1

	17
	1
	1
	0
	0
	1
	1
	1
	0
	1
	0

	18
	0
	0
	1
	0
	1
	1
	0
	1
	1
	1

	19
	1
	0
	1
	0
	1
	1
	0
	1
	0
	1

	20
	0
	1
	1
	0
	1
	1
	0
	0
	1
	1

	21
	1
	1
	1
	0
	1
	1
	0
	1
	1
	1

	22
	0
	0
	0
	1
	1
	1
	0
	1
	0
	0

	23
	1
	0
	0
	1
	1
	1
	1
	1
	0
	1

	24
	0
	1
	0
	1
	1
	1
	1
	0
	1
	0

	25
	1
	1
	0
	1
	1
	1
	1
	0
	0
	1

	26
	0
	0
	1
	1
	1
	1
	0
	0
	1
	0

	27
	1
	0
	1
	1
	1
	1
	1
	1
	0
	0

	28
	0
	1
	1
	1
	1
	1
	1
	1
	1
	0

	29
	1
	1
	1
	1
	1
	1
	1
	1
	1
	1

	30
	0
	0
	0
	0
	0
	1
	0
	0
	0
	0

	31
	0
	0
	0
	0
	1
	1
	1
	0
	0
	0


Table 6: Basis Sequences for (20, 5) Code
	i
	Mi,0
	Mi,1
	Mi,2
	Mi,3
	Mi,4

	0
	1
	0
	0
	0
	1

	1
	0
	1
	0
	0
	1

	2
	1
	1
	0
	0
	1

	3
	0
	0
	1
	0
	1

	4
	1
	0
	1
	0
	1

	5
	0
	1
	1
	0
	1

	6
	1
	1
	1
	0
	1

	7
	0
	0
	0
	1
	1

	8
	1
	0
	0
	1
	1

	9
	0
	1
	0
	1
	1

	10
	1
	1
	0
	1
	1

	11
	0
	0
	1
	1
	1

	12
	1
	0
	1
	1
	1

	13
	0
	1
	1
	1
	1

	14
	1
	1
	1
	1
	1

	15
	0
	0
	0
	0
	1

	16
	0
	0
	0
	0
	1

	17
	0
	0
	0
	0
	1

	18
	0
	0
	0
	0
	1

	19
	0
	0
	0
	0
	1


Table 7: Basis Sequences for (20, 7) Code
	i
	Mi,0
	Mi,1
	Mi,2
	Mi,3
	Mi,4
	Mi,5
	Mi,6
	Mi,7
	Mi,8
	Mi,9
	Mi,10

	0
	1
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0

	1
	0
	1
	0
	0
	0
	0
	0
	0
	0
	0
	0

	2
	0
	0
	0
	1
	0
	0
	0
	0
	0
	0
	0

	3
	0
	0
	0
	0
	1
	0
	0
	0
	0
	0
	0

	4
	0
	0
	0
	0
	0
	1
	0
	0
	0
	0
	0

	5
	0
	0
	0
	0
	0
	0
	0
	1
	0
	0
	0

	6
	0
	0
	0
	0
	0
	0
	0
	0
	1
	0
	1

	7
	0
	0
	0
	0
	0
	0
	0
	0
	0
	1
	1

	8
	1
	0
	1
	0
	0
	0
	1
	1
	1
	0
	1

	9
	1
	1
	0
	1
	0
	0
	0
	1
	1
	1
	1

	10
	0
	1
	1
	0
	1
	0
	0
	0
	1
	1
	1

	11
	1
	0
	1
	1
	0
	1
	0
	0
	0
	1
	0

	12
	1
	1
	0
	1
	1
	0
	1
	0
	0
	0
	0

	13
	1
	1
	1
	0
	1
	1
	0
	1
	0
	0
	0

	14
	0
	1
	1
	1
	0
	1
	1
	0
	1
	0
	1

	15
	0
	0
	1
	1
	1
	0
	1
	1
	0
	1
	0

	16
	0
	0
	0
	1
	1
	1
	0
	1
	1
	0
	1

	17
	1
	0
	0
	0
	1
	1
	1
	0
	1
	1
	1

	18
	0
	1
	0
	0
	0
	1
	1
	1
	0
	1
	0

	19
	1
	1
	1
	1
	1
	1
	1
	1
	1
	1
	1


Take N=12 as example, 

The output code words of (32,10) are given by: [image: image6.wmf]2
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, where i=0,…,31 and the TFCI information bits a0 , a1 , a2 , a3 , a4 , a5 , a6 , a7 , a8 , a9 (where a0 is LSB and a9 is MSB) shall correspond to the TFC index (expressed in unsigned binary form). Only the first 20bits are taken as output code word.
For the (20, 5) code, 
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For the (20, 7) code,
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where i = 0, …, 19
The output code words and corresponding code distance matrix are shown in the following tables.
Table 8: Output code words from (32, 10)
	C0
	C1
	C2
	C3
	C4
	C5
	C6
	C7
	C8
	C9
	C10
	C11

	0
	1
	0
	1
	0
	1
	0
	1
	0
	1
	0
	1

	0
	0
	1
	1
	0
	0
	1
	1
	0
	0
	1
	1

	0
	1
	1
	0
	0
	1
	1
	0
	0
	1
	1
	0

	0
	0
	0
	0
	1
	1
	1
	1
	0
	0
	0
	0

	0
	1
	0
	1
	1
	0
	1
	0
	0
	1
	0
	1

	0
	0
	1
	1
	1
	1
	0
	0
	0
	0
	1
	1

	0
	1
	1
	0
	1
	0
	0
	1
	0
	1
	1
	0

	0
	0
	0
	0
	0
	0
	0
	0
	1
	1
	1
	1

	0
	1
	0
	1
	0
	1
	0
	1
	1
	0
	1
	0

	0
	0
	1
	1
	0
	0
	1
	1
	1
	1
	0
	0

	0
	1
	1
	0
	0
	1
	1
	0
	1
	0
	0
	1

	0
	0
	0
	0
	1
	1
	1
	1
	1
	1
	1
	1

	0
	1
	0
	1
	1
	0
	1
	0
	1
	0
	1
	0

	0
	0
	1
	1
	1
	1
	0
	0
	1
	1
	0
	0

	0
	1
	1
	0
	1
	0
	0
	1
	1
	0
	0
	1

	0
	1
	0
	1
	0
	1
	0
	1
	0
	1
	0
	1

	0
	0
	1
	1
	0
	0
	1
	1
	0
	0
	1
	1

	0
	1
	1
	0
	0
	1
	1
	0
	0
	1
	1
	0

	0
	0
	0
	0
	1
	1
	1
	1
	0
	0
	0
	0

	0
	1
	0
	1
	1
	0
	1
	0
	0
	1
	0
	1


Table 9: Code distance for pairwise output code words from (32, 10)
	
	C0
	C1
	C2
	C3
	C4
	C5
	C6
	C7
	C8
	C9
	C10
	C11

	C0
	0
	11
	10
	11
	10
	11
	12
	11
	8
	11
	10
	11

	C1
	11
	0
	11
	10
	11
	10
	11
	12
	11
	8
	11
	10

	C2
	10
	11
	0
	11
	12
	11
	10
	11
	10
	11
	8
	11

	C3
	11
	10
	11
	0
	11
	12
	11
	10
	11
	10
	11
	8

	C4
	10
	11
	12
	11
	0
	11
	10
	11
	10
	11
	12
	11

	C5
	11
	10
	11
	12
	11
	0
	11
	10
	11
	10
	11
	12

	C6
	12
	11
	10
	11
	10
	11
	0
	11
	12
	11
	10
	11

	C7
	11
	12
	11
	10
	11
	10
	11
	0
	11
	12
	11
	10

	C8
	8
	11
	10
	11
	10
	11
	12
	11
	0
	11
	10
	11

	C9
	11
	8
	11
	10
	11
	10
	11
	12
	11
	0
	11
	10

	C10
	10
	11
	8
	11
	12
	11
	10
	11
	10
	11
	0
	11

	C11
	11
	10
	11
	8
	11
	12
	11
	10
	11
	10
	11
	0


Table 10: code distance spectrum of the codebook output from (32, 10) sub-code

	
	8
	10
	11
	12

	C0
	1
	3
	6
	1

	C1
	1
	3
	6
	1

	C2
	1
	3
	6
	1

	C3
	1
	3
	6
	1

	C4
	0
	3
	6
	2

	C5
	0
	3
	6
	2

	C6
	0
	3
	6
	2

	C7
	0
	3
	6
	2

	C8
	1
	3
	6
	1

	C9
	1
	3
	6
	1

	C10
	1
	3
	6
	1

	C11
	1
	3
	6
	1

	Average
	2/3
	3
	6
	4/3


The mark “Ci” in the 1st column denotes the codeword output from the basis sequence, the number of the 1st row denotes the code distance may be observed from the code distance matrix, and the numbers in the other cells denote the number of the distance in the top row and same column for the corresponding codeword with other code words.

Table 11: Output code words from (20, 5)
	C0
	C1
	C2
	C3
	C4
	C5
	C6
	C7
	C8
	C9
	C10
	C11

	0
	1
	0
	1
	0
	1
	0
	1
	0
	1
	0
	1

	0
	0
	1
	1
	0
	0
	1
	1
	0
	0
	1
	1

	0
	1
	1
	0
	0
	1
	1
	0
	0
	1
	1
	0

	0
	0
	0
	0
	1
	1
	1
	1
	0
	0
	0
	0

	0
	1
	0
	1
	1
	0
	1
	0
	0
	1
	0
	1

	0
	0
	1
	1
	1
	1
	0
	0
	0
	0
	1
	1

	0
	1
	1
	0
	1
	0
	0
	1
	0
	1
	1
	0

	0
	0
	0
	0
	0
	0
	0
	0
	1
	1
	1
	1

	0
	1
	0
	1
	0
	1
	0
	1
	1
	0
	1
	0

	0
	0
	1
	1
	0
	0
	1
	1
	1
	1
	0
	0

	0
	1
	1
	0
	0
	1
	1
	0
	1
	0
	0
	1

	0
	0
	0
	0
	1
	1
	1
	1
	1
	1
	1
	1

	0
	1
	0
	1
	1
	0
	1
	0
	1
	0
	1
	0

	0
	0
	1
	1
	1
	1
	0
	0
	1
	1
	0
	0

	0
	1
	1
	0
	1
	0
	0
	1
	1
	0
	0
	1

	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0

	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0

	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0

	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0

	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0


Table 12: Code distance for pairwise output code words from (20, 5)
	
	C0
	C1
	C2
	C3
	C4
	C5
	C6
	C7
	C8
	C9
	C10
	C11

	C0
	0
	8
	8
	8
	8
	8
	8
	8
	8
	8
	8
	8

	C1
	8
	0
	8
	8
	8
	8
	8
	8
	8
	8
	8
	8

	C2
	8
	8
	0
	8
	8
	8
	8
	8
	8
	8
	8
	8

	C3
	8
	8
	8
	0
	8
	8
	8
	8
	8
	8
	8
	8

	C4
	8
	8
	8
	8
	0
	8
	8
	8
	8
	8
	8
	8

	C5
	8
	8
	8
	8
	8
	0
	8
	8
	8
	8
	8
	8

	C6
	8
	8
	8
	8
	8
	8
	0
	8
	8
	8
	8
	8

	C7
	8
	8
	8
	8
	8
	8
	8
	0
	8
	8
	8
	8

	C8
	8
	8
	8
	8
	8
	8
	8
	8
	0
	8
	8
	8

	C9
	8
	8
	8
	8
	8
	8
	8
	8
	8
	0
	8
	8

	C10
	8
	8
	8
	8
	8
	8
	8
	8
	8
	8
	0
	8

	C11
	8
	8
	8
	8
	8
	8
	8
	8
	8
	8
	8
	0


Table 13: code distance spectrum of the codebook output from (20, 5) code
	
	8
	10
	11
	12

	C0
	11
	0
	0
	0

	C1
	11
	0
	0
	0

	C2
	11
	0
	0
	0

	C3
	11
	0
	0
	0

	C4
	11
	0
	0
	0

	C5
	11
	0
	0
	0

	C6
	11
	0
	0
	0

	C7
	11
	0
	0
	0

	C8
	11
	0
	0
	0

	C9
	11
	0
	0
	0

	C10
	11
	0
	0
	0

	C11
	11
	0
	0
	0

	Average
	11
	0
	0
	0


Table 14: Output code words from (20, 7)
	C0
	C1
	C2
	C3
	C4
	C5
	C6
	C7
	C8
	C9
	C10
	C11

	0
	1
	0
	1
	0
	1
	0
	1
	0
	1
	0
	1

	0
	0
	1
	1
	0
	0
	1
	1
	0
	0
	1
	1

	0
	0
	0
	0
	1
	1
	1
	1
	0
	0
	0
	0

	0
	0
	0
	0
	0
	0
	0
	0
	1
	1
	1
	1

	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0

	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0

	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0

	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0

	0
	1
	0
	1
	0
	1
	0
	1
	0
	1
	0
	1

	0
	1
	1
	0
	1
	0
	0
	1
	0
	1
	1
	0

	0
	0
	1
	1
	0
	0
	1
	1
	1
	1
	0
	0

	0
	1
	0
	1
	1
	0
	1
	0
	0
	1
	0
	1

	0
	1
	1
	0
	1
	0
	0
	1
	1
	0
	0
	1

	0
	1
	1
	0
	0
	1
	1
	0
	1
	0
	0
	1

	0
	0
	1
	1
	1
	1
	0
	0
	0
	0
	1
	1

	0
	0
	0
	0
	1
	1
	1
	1
	1
	1
	1
	1

	0
	0
	0
	0
	1
	1
	1
	1
	1
	1
	1
	1

	0
	1
	0
	1
	0
	1
	0
	1
	1
	0
	1
	0

	0
	0
	1
	1
	0
	0
	1
	1
	0
	0
	1
	1

	0
	1
	1
	0
	1
	0
	0
	1
	1
	0
	0
	1


Table 15: Code distance for pairwise output code words from (20, 7)
	
	C0
	C1
	C2
	C3
	C4
	C5
	C6
	C7
	C8
	C9
	C10
	C11

	C0
	0
	8
	8
	8
	8
	8
	8
	12
	8
	8
	8
	12

	C1
	8
	0
	8
	8
	8
	8
	12
	8
	8
	8
	12
	8

	C2
	8
	8
	0
	8
	8
	12
	8
	8
	8
	12
	8
	8

	C3
	8
	8
	8
	0
	12
	8
	8
	8
	12
	8
	8
	8

	C4
	8
	8
	8
	12
	0
	8
	8
	8
	8
	8
	8
	8

	C5
	8
	8
	12
	8
	8
	0
	8
	8
	8
	8
	8
	8

	C6
	8
	12
	8
	8
	8
	8
	0
	8
	8
	8
	8
	8

	C7
	12
	8
	8
	8
	8
	8
	8
	0
	8
	8
	8
	8

	C8
	8
	8
	8
	12
	8
	8
	8
	8
	0
	8
	8
	8

	C9
	8
	8
	12
	8
	8
	8
	8
	8
	8
	0
	8
	8

	C10
	8
	12
	8
	8
	8
	8
	8
	8
	8
	8
	0
	8

	C11
	12
	8
	8
	8
	8
	8
	8
	8
	8
	8
	8
	0


Table 16: code distance spectrum of the codebook output from (20, 7) code
	
	8
	10
	11
	12

	C0
	9
	0
	0
	2

	C1
	9
	0
	0
	2

	C2
	9
	0
	0
	2

	C3
	9
	0
	0
	2

	C4
	10
	0
	0
	1

	C5
	10
	0
	0
	1

	C6
	10
	0
	0
	1

	C7
	10
	0
	0
	1

	C8
	10
	0
	0
	1

	C9
	10
	0
	0
	1

	C10
	10
	0
	0
	1

	C11
	10
	0
	0
	1

	Average
	29/3
	0
	0
	4/3


Table 17: Output code words from (32, 10), beginning index = 8
	C0
	C1
	C2
	C3
	C4
	C5
	C6
	C7
	C8
	C9
	C10
	C11

	0
	1
	0
	1
	0
	1
	0
	1
	1
	0
	1
	0

	0
	0
	1
	1
	0
	0
	1
	1
	1
	1
	0
	0

	0
	1
	1
	0
	0
	1
	1
	0
	1
	0
	0
	1

	0
	0
	0
	0
	1
	1
	1
	1
	1
	1
	1
	1

	0
	1
	0
	1
	1
	0
	1
	0
	1
	0
	1
	0

	0
	0
	1
	1
	1
	1
	0
	0
	1
	1
	0
	0

	0
	1
	1
	0
	1
	0
	0
	1
	1
	0
	0
	1

	0
	1
	0
	1
	0
	1
	0
	1
	0
	1
	0
	1

	0
	0
	1
	1
	0
	0
	1
	1
	0
	0
	1
	1

	0
	1
	1
	0
	0
	1
	1
	0
	0
	1
	1
	0

	0
	0
	0
	0
	1
	1
	1
	1
	0
	0
	0
	0

	0
	1
	0
	1
	1
	0
	1
	0
	0
	1
	0
	1

	0
	0
	1
	1
	1
	1
	0
	0
	0
	0
	1
	1

	0
	1
	1
	0
	1
	0
	0
	1
	0
	1
	1
	0

	0
	0
	0
	0
	0
	0
	0
	0
	1
	1
	1
	1

	0
	1
	0
	1
	0
	1
	0
	1
	1
	0
	1
	0

	0
	0
	1
	1
	0
	0
	1
	1
	1
	1
	0
	0

	0
	1
	1
	0
	0
	1
	1
	0
	1
	0
	0
	1

	0
	0
	0
	0
	1
	1
	1
	1
	1
	1
	1
	1

	0
	1
	0
	1
	1
	0
	1
	0
	1
	0
	1
	0


Table 18: Code distance for pair-wise output code words from (32, 10), beginning index = 8
	
	C0
	C1
	C2
	C3
	C4
	C5
	C6
	C7
	C8
	C9
	C10
	C11

	C0
	0
	11
	10
	11
	10
	11
	12
	11
	13
	10
	11
	10

	C1
	11
	0
	11
	10
	11
	10
	11
	12
	10
	13
	10
	11

	C2
	10
	11
	0
	11
	12
	11
	10
	11
	11
	10
	13
	10

	C3
	11
	10
	11
	0
	11
	12
	11
	10
	10
	11
	10
	13

	C4
	10
	11
	12
	11
	0
	11
	10
	11
	11
	10
	9
	10

	C5
	11
	10
	11
	12
	11
	0
	11
	10
	10
	11
	10
	9

	C6
	12
	11
	10
	11
	10
	11
	0
	11
	9
	10
	11
	10

	C7
	11
	12
	11
	10
	11
	10
	11
	0
	10
	9
	10
	11

	C8
	13
	10
	11
	10
	11
	10
	9
	10
	0
	11
	10
	11

	C9
	10
	13
	10
	11
	10
	11
	10
	9
	11
	0
	11
	10

	C10
	11
	10
	13
	10
	9
	10
	11
	10
	10
	11
	0
	11

	C11
	10
	11
	10
	13
	10
	9
	10
	11
	11
	10
	11
	0


Table 19: code distance spectrum of the codebook output from (32, 10) sub-code, beginning index = 8
	
	8
	9
	10
	11
	12
	13

	C0
	0
	0
	4
	5
	1
	1

	C1
	0
	0
	4
	5
	1
	1

	C2
	0
	0
	4
	5
	1
	1

	C3
	0
	0
	4
	5
	1
	1

	C4
	0
	1
	4
	5
	1
	0

	C5
	0
	1
	4
	5
	1
	0

	C6
	0
	1
	4
	5
	1
	0

	C7
	0
	1
	4
	5
	1
	0

	C8
	0
	1
	5
	4
	0
	1

	C9
	0
	1
	5
	4
	0
	1

	C10
	0
	1
	5
	4
	0
	1

	C11
	0
	1
	5
	4
	0
	1

	Average
	0
	2/3
	13/3
	14/3
	2/3
	2/3


5.2 Considering MSB of the TFCI as indication of 10/20 ms transmission mode
When considering MSB of the TFCI is used to indicate whether 10 ms or 20 ms transmission mode, the output codewords will be different. Codeword index sets are:

· {0,1,…,N/2-1}∪{512,513,…,512+N/2-1} for sub-code of (32,10)
· {0,1,…,N/2-1}∪{16,17,…,17+N/2-1} for (20,5) code

· {0,1,…,N/2-1}∪{64,65,…,65+N/2-1} for (20,7) code

Table 20 shows the code spectrum when considering MSB of the TFCI as indication of 10/20 ms transmission mode In case of N=12. The minimum code distance of output code words of (32, 10) sub code is down to 5~7, obviously will degrade the performance compare to that without considering MSB as the special indication as in Table 2 with the minimum code distance equal to 8 or 9. However for (20, 7) and (20, 5), the number of minimum code distance 8 is decreased and consequently can achieve better performance, but still not better than (32, 10) sub code without considering MSB as the special indication due to the much larger number of distance 8 than that case( the average number of distance 8 is 2/3). 
Table 20: Code distance spectrum of the codebook output from (20, 5), (20, 7) and (32, 10), 12 code words, length = 20 bits, beginning index offset from 0 to 12 for (32, 10), MSB as 10/20ms trans. mode indication
	
	beginning index offset
	5
	6
	7
	8
	9
	10
	11
	12
	13
	20

	Sub code of (32,10)
	0
	2/3
	0
	2/3
	0
	2/3
	3
	4
	2
	
	

	
	1
	
	2/3
	2/3
	0
	4/3
	8/3
	10/3
	7/3
	
	

	
	2
	
	2/3
	2/3
	2/3
	2/3
	7/3
	11/3
	4/3
	1
	

	
	3
	
	4/3
	0
	4/3
	0
	6
	0
	7/3
	
	

	
	4
	
	
	2
	2/3
	5/3
	8/3
	7/3
	5/3
	
	

	
	5
	
	
	2/3
	2
	5/3
	3
	11/3
	0
	
	

	
	6
	
	
	4/3
	4/3
	5/3
	8/3
	3
	1
	
	

	
	7
	
	2/3
	2/3
	5/3
	4/3
	7/3
	10/3
	1
	
	

	
	8
	
	2/3
	0
	2/3
	5/3
	2
	13/3
	5/3
	
	

	
	9
	
	
	2/3
	1
	4/3
	3
	10/3
	5/3
	
	

	
	10
	
	
	5/3
	2/3
	0
	8/3
	13/3
	5/3
	
	

	
	11
	
	
	7/3
	0
	4/3
	13/3
	7/3
	2/3
	
	

	
	12
	
	2/3
	5/3
	2/3
	8/3
	11/3
	5/3
	0
	
	

	(20, 7)
	
	
	
	13/3
	16/3
	
	
	2/3
	2/3
	

	(20, 5)
	
	
	
	5
	
	
	
	5
	
	1


In case of N=128, we again observe from Table 21 and Table 4 that there is no performance gain or even performance loss regardless of which index offset is utilized when considering MSB as special indication, compared to not considering MSB as special indication, for both (32, 10) sub code or (20,7). 
Table 21: Code distance spectrum of the codebook output from (20, 7) and (32, 10), 128 code words, length = 20 bits, beginning index offset from 0 to 12 for (32, 10), MSB as 10/20ms trans. mode indication
	
	beginning index offset
	4
	5
	6
	7
	8
	9
	10
	11
	12
	13
	14
	15
	16
	17
	20

	Sub code of (32,10)
	0
	
	3
	1
	7
	11
	22
	38
	22
	11
	7
	1
	3
	
	
	1

	
	1
	
	2
	4
	4
	11
	26
	32
	26
	11
	4
	4
	2
	
	
	1

	
	2
	
	2
	3
	6
	11
	24
	34
	24
	11
	6
	3
	2
	
	
	1

	
	3
	
	3
	2
	5
	11
	24
	36
	24
	11
	5
	2
	3
	
	
	1

	
	4
	
	2
	2
	8
	11
	22
	36
	22
	11
	8
	2
	2
	
	
	1

	
	5
	
	2
	4
	4
	11
	26
	32
	26
	11
	4
	4
	2
	
	
	1

	
	6
	
	3
	2
	5
	11
	24
	36
	24
	11
	5
	2
	3
	
	
	

	
	7
	
	2
	3
	6
	11
	24
	34
	24
	11
	6
	3
	2
	
	
	

	
	8
	
	1
	5
	5
	11
	26
	30
	26
	11
	5
	5
	1
	
	
	1

	
	9
	
	2
	4
	4
	11
	26
	32
	26
	11
	4
	4
	2
	
	
	1

	
	10
	1
	1
	2
	7
	10
	24
	36
	24
	10
	7
	2
	1
	1
	
	1

	
	11
	
	2
	4
	6
	7
	24
	40
	24
	7
	6
	4
	2
	
	
	

	
	12
	1
	1
	4
	5
	6
	26
	40
	26
	6
	5
	4
	1
	1
	
	1

	(20, 7)
	
	
	
	
	45
	33
	
	
	18
	30
	
	
	
	1
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