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1. Current work item status
A work item on CoMP has started with emphasis on RAN3 where RAN1 was tasked to identify inter-eNB signaling that may be worth considering, see the WID . In the WID, it is given that RAN3 to specify signalling of information to be identified by RAN1, for example:… followed by a long list of possible information to be signaled. 
As RAN1#76 couldn’t conclude on a down selection of this list, it was agreed in the RAN plenary to further reduce the scope of the WI to only consider X2 interface signaling and to a somewhat shorter list of potential signaling candidates [2] .This is the agreed proposal from the plenary:

Proposal: RAN agrees to reduce the scope of WI to the items listed below based on X2 interface. 

· A CoMP hypothesis comprising a hypothetical resource allocation for at least the receiving node in time/frequency domains 

· How to react to a received CoMP hypothesis signaling is up to receiving eNB’s implementation. E.g. accept or ignore, potentially sending a feedback e.g. “yes/no” to the sending node.

· RAN1 should provide guidance to RAN3 on necessary granularity and rate of CoMP hypothesis in time/frequency domain.

· One or more sets of CSI information (RI, PMI, CQI) of a set of UEs that can be supported taking into account limitations of existing X2 interface

· RAN1 should provide guidance to RAN3 on necessary rate of exchanging one or more sets of CSI reports over X2 interface 

· One or more measurement reports (RSRP) of a set of UEs

· Enhanced RNTP can be signaled between eNBs to facilitate CoMP

· Information granularity of the Enhanced RNTP is extended to the frequency/time domain

· RAN1 should provide guidance to RAN3 on necessary granularity and rate of Enhanced RNTP in time domain

· Information in the Enhanced RNTP is (optionally multi-level) transmit power threshold for only the sender eNB.

· RAN1 should provide guidance to RAN3 on necessary granularity of transmit power threshold and how many levels should be defined

· Possible enhancement on existing Status report, which can be signaled between eNBs to exchange the usage status of the indicated frequency/time resources

· Details of benefit metric should be decided in RAN1 and should be provided to RAN3 from RAN1#76bis

Hence, the task of RAN1#76bis is to identify what information from the above list that RAN3 may specify for X2 signaling and eventually give the necessary granularity and signaling rate required to give benefits in the studied CoMP scenarios. 

2. Revisiting the evaluation results in TR 36.874

In [3] we discussed the evaluation and assumptions leading to the results reported in TR 36.874 [4] . It was observed that the deployments with 10 small cells in the cluster lack relevance since reducing the number of small cells to either 4 or 7 improves the performance significantly compared to the 10 used small cells in the evaluations. See these results in [5].  
Observation: The results with 10 cells per cluster in TR 36.874 lacks relevance since it represent an unrealistic over crowded small cell deployment leading to unnecessary excessive interference. 

At the very least the non-CoMP baseline should have been run with fewer small cells (to maximize what can be achieved without any network investments in coordination signaling), which would have reduced the observed gains of introducing coordination. In addition, only three companies provided results for 10 small cells so these results not only lack relevance, the results are also unreliable.
In Figure 1 the gains for the case of 5 ms backhaul latency are summarized (from [4] ). 
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Figure 1: Median CoMP gains per scenario as reported in TR36.874 for 5 ms backhaul latency.

To summarize, the gains in the relevant scenarios are negative or low even with the favorable backhaul case of 5ms latency. 
Observation: Gains for CoMP reported in TR36.874 are typically low (up to 11%) or negative even for the CoMP friendly situation of 5 ms backhaul latency and large losses are observed with 50 ms backhaul latency
2.1. The user plane latency problem

At RAN#76, there was a fruitful online discussion where some more light was shed on the different implementation flavors of centralized coordinated scheduling (CS). Centralized scheduling has been assumed by several companies participating in the study. In particular, it became clearer how the Samsung centralized coordination architecture (SCCA) was intended to operate. 
SCCA makes use of delayed packet scheduling and excessive exploration of CSI-IM to harvest information regarding the CoMP hypotheses for each UE. It is useful to deep examine SCCA, since it constitutes a proposal much of the discussion revolves around.   
In the SCCA description given in [7] , it is stated that:
“One drawback of CoMP with non-ideal backhaul delay is that a newly arrived packet cannot always be immediately transmitted. It can only be transmitted when the eNB has been allocated resources for downlink transmission. If an eNB has no resources for downlink transmission, the newly arrived packet would have to wait until the eNB request and gets granted the necessary resources.”  

It is important to understand the implication of the data packet latency with SCCA. For large packets, like the 2 MByte packets used the evaluations reported in TS 36.874, the coordination time is not a significant part of the total delay of the completion of packet delivery, see Figure 2. Moreover, every UE in every cell had in the evaluations identical traffic with large packets and TCP was not modeled.  This mean that once when a transmission starts to a UE, it is likely that this UE can be scheduled in consecutive subframes until delivery is completed. This gives a stable interference situation since active UEs change slowly and it is less of a problem that the CoMP hypothesis signaling, i.e. the resource allocation is delayed.
In reality however, the fast switching of active UEs with plentiful of small packets in real networks makes centralized scheduling less useful and the impact of data plane latency of small packets will be significant for SCCA.  The data plane latency was never addressed in this WI but it shall not be ignored when judging the results of the different coordination schemes. This view was also expressed in [9]. 
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We thus make the following observation 
Observation: The centralized coordination architecture described as SCCA [7] would deteriorate the user plane latency when considering a realistic network with inhomogeneous traffic  
Hence, the peak performance gain results by SCCA reported in TR 36.874 are in fact not relevant in reality.
3. Signaling over X2
Signaling to support CoMP should according to the updated WID be facilitated by exchanging information over X2 on the backhaul between different eNBs. We make these general observations regarding X2 interface:
Observations:
· X2 is a peer to peer interface, and thus a centralized coordination architecture which requires a point to multipoint signaling of e.g. a CoMP hypothesis, is out of the WID scope
· X2 suffers from jitter due to reordering, retransmissions and window management.

· X2 suffers from delay, typically in the range 10-30 ms. As also observed in [8] , a typical non-ideal backhaul  has more than 5 ms delay 
The question is then which parameter from the list agreed at the plenary may be beneficial for slow backhaul CoMP operation. Since the observed CoMP gains are small, it does not warrant that RAN3 introduces large changes in the LTE specification. Hence, the X2 signaling enhancements should be within the scope of existing eNB to eNB X2 procedures, e.g. similar to the eICIC signaling concept. 
The signaling candidates to be further investigated for down selection by RAN1 are listed in Section 1, as to guide RAN3 in their further work.  We therefore collect the facts: 

· By making a decision at a node that has a fraction of the information available and then instructs a receiving node (which has full information about the UEs in its cell such as CSI, buffer status, fairness parameters etc) about its resource allocation is obviously suboptimal from an information theoretic perspective. Decisions should be taken by the node that has the most information. Hence, the whole concept of CoMP hypothesis signaling between nodes would lead to performance losses. 

· Contrary to the above, the RNTP signalling over X2 gives the freedom to the eNB to take into full information at the very last moment before assigning resources, unlike the CoMP hypothesis signalling which restricts the use of some resources based on outdated and incomplete information.

· The observed CoMP gains are low or negative even in CoMP friendly situation with 5 ms backhaul delay and with no requirements on data plane latency

· It is very unlikely that any large gain would remain in a real network taking into account that:

· Traffic is in reality inhomogeneous and the semi-static interference situation that is due to the assumption of only large packets cannot be exploited by a centralized architecture such as SCCA
· CSI-IM planning and coordination is very complicated unless coordination cluster is small

· CSI-IM and ZP CSI-RS overhead is significant
· The use of CSI signaling over X2 is not motivated since the CSI framework using planning and coordination of CSI-IM cannot be utilized unless the coordination cluster is very small which is not the case here. Even in small clusters, it is unclear how to coordinate and use CSI-IM across different vendors. 

Our proposal for RAN1 agreement is thus the following:

Proposal: RAN1 identifies that the following enhanced X2 signaling may be useful for non-ideal backhaul CoMP

· Enhance existing RNTP signaling to support power spectra that may vary in the time domain
· Enhance  the signaling of power levels in the existing RNTP signaling

In addition, RAN instructs RAN1 to provide guidance to RAN3 regarding information granularity of enhanced RNTP. The downlink power allocation parameter 
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 has multiple levels and is UE specifically configured. This provides motivation that the enhanced RNTP could reflect this DL power allocation flexibility from the network. Hence we observe the following:

Observation: The enhanced RNTP signaling may be designed to be able follow the multi-level UE specific setting of the downlink power allocation parameter 
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4. Conclusions

This contribution discussed aspects concerning signaling of information on the backhaul between eNBs for the support of CoMP taking into account the small CoMP gains seen in the evaluation campaign. Based on the discussion we propose
Proposal: RAN1 identifies that the following enhanced X2 signaling may be useful for non-ideal backhaul CoMP

· Enhance existing RNTP signaling to support power spectra that may vary in the time domain

· Enhance  the signaling of power levels in the existing RNTP signaling
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Figure � SEQ Figure \* ARABIC �2� The fundamental packet hold principle of SCCA impose large data place latencies, especially for smaller packets as can be seen in the lower figure where the coordination time (red) is a significant part of the total packet delivery time. For larger packets used in the evaluations (upper figure), the coordination time impact on the total delay is less. 
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