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1
Introduction

A number of working assumptions for D2D synchronization procedure were agreed during the D2D study item [1].  The main agreements made were:

1. Before transmission of D2DSS, a UE searches for synchronization sources

a. If a synchronization source is not detected, a UE may nevertheless transmit D2DSS

2. Synchronization sources that are eNBs or UEs within coverage have higher priority 

3. Following metrics can be further considered:

a. Received D2DSS quality and stratum level (FFS)

In this contribution, building up on these agreements, we further discuss the details of the D2D synchronization protocol based on our earlier proposals [2] and [3].
2 
Overall D2D sychronization procedure
The proposed overall D2D synchronization procedure, based on the working assumptions mentioned in Section1, is shown in Figure 2-1.
Proposal 1: procedure shown in Figure 2-1 is adopted as overall synchronization procedure on a given carrier with rules for selection/reselection of synchronization sources for further discussion. 

In Section 3, we address some of the main FFS issues to complete the details of the D2D synchronization procedure. More specifically, we focus on the Selection and Reselection procedures when multiple synchronization sources are detected. In particular, we propose that:

Proposal 2: The same prioritization rules should be applied for selection and reselection of the synchronization sources, when multiple sources are detected. 

In Section 3, we provide details of the sync source selection procedure that should be applied (as proposed above) to both initial selection and reselection procedures.
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Figure 2-1 Overall procedure for D2D synchronization on a given carrier
3

Rules for sync source selection/re-selection 
3.1 In-network case
For in-network case, the UE needs to select between potentially multiple eNodeBs – we propose to use RSRP and time of arrival as two criteria for selecting UE transmit timing. 

Proposal 3: for in-network, UEs can select between multiple eNodeBs based on RSRP and earliest time of arrival.
3.2 Partial network case 
Building on the agreements made during the SI phase to prioritize eNodeB and UEs within coverage, we make the following proposals for sync source selection for the partial network case:

Proposal 4: Synchronization sources whose timing was originally derived from eNBs up to a pre-specified maximum stratum level have a higher priority compared to the synchronization sources which are following timings from ISS.  

Proposal 5: Among synchronization sources whose timing was originally derived from eNodeB, following rules are further used in that order (i) lower stratum levels (ii) earliest time of arrival
We note that the error in both time and frequency is likely to increase with more hops and hence we prioritize the use of lower stratum level. 
3.3 Out of network case 
We note that for the partial network case, due to well defined stratum 0 nodes (i.e. eNodeBs), there is a clear hierarchy imposed. However, for the out of network case, both hierarchical and flat schemes can be considered which we discuss below. In this section, we focus on comparison between a hierarchical and a flat scheme:
· Hierarchical scheme: where the timing of an ISS is extended over multiple hops up to a maximum number.

· Flat scheme: where all the neighboring UEs try to agree on the same timing reference. There is no notion of stratum level (except at the very beginning when a UE does not detect any sync source and starts its own synchronization).  
3.3.1 Simulation results
In this section, we compare the topology implied by different schemes with focus on the number of async timings in network and network dynamics. Additional results regarding time and frequency errors is provided in a companion contribution [4] – simulation assumptions regarding system level modelling are also given in [4].  
Hierarchical scheme: we simulate a  4-hop algorithm that is based on a protocol that prioritizes (i) age of the timing references (ii) stratum level – we note that the “age of timing reference” helps better extend the synchronization range of the existing sources and minimize the dynamics of the hierarchical scheme as it gives priority to existing synchronization sources (see Appendix for simulations). 
Flat scheme: we simulate a flat algorithm that is based on a protocol that prioritizes age of the timing references (we used D2D sub-frame index for this purpose). 
Table 3.3.1-1 compares the implied topology of the two schemes. One can see there can be a large number of timings for a hierarchical schemes compared to a flat scheme. 
Table 3.3.1-1 Results summary

	Drop
	Option 5 (Uniform)
	Option 5 (In-Out)

	Scheme
	Hierarchical
	Flat
	Hierarchical
	Flat

	Number of timings
	18
	1
	180
	30

	Neighborhood coverage
	77%
	100%
	77% (indoor)
61% (outdoor)
	100%

	Async timings within 1-hop
	Up to 5
	0
	Up to 8
	0

	Async timings within 2-hop
	Up to 10
	0
	Up to 20
	0


Table 4-1: Multi-hop vs flat scheme, implied topology

Figures 3.3.1-1 (a) and 3.3.1-2 (a) display the neighborhood coverage of UEs with the multi-hop scheme, while the flat scheme will guarantee 100% neighborhood coverage. 

Figures 3.3.1-1 (b) and 3.3.1-2 (b) show the dynamics effect of the hierarchical scheme that over time some UEs may lose their connections to their clusters and become a new ISS (introducing a new timing). Upon detection of the existing timings again, these new ISSs will give up their role and merge to other clusters. Such dynamics can degrade the sync performance and further increase the implementation complexity.
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Figure 3.3.1-1 Uniform drop: (a) 1-hop neighbourhood coverage (hierarchical scheme) (b) total number of async timings over time
Based on these simulation results, we make the following observations:

Observation 1: the flat scheme results in simpler implementation compared to the hierarchical scheme, since all neighboring UEs follow the same timing and there is no need to follow extra reception timings and/or reselection of the transmission timing.

Observation 2: the flat scheme results in a more stable system compared to the hierarchical scheme, since the dependency of UEs on ISSs and intermediate sync sources are removed in the flat scheme.

Observation 3: the flat scheme results in a more efficient utilization of the resources and less interference compared to the multi-hop scheme, since less number of resources will be used up for D2DSS transmission throughout the network.

Observation 4: the sync performance of the flat scheme is much better than the multi-hop scheme, considering the 100% neighborhood coverage of the flat scheme.
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Figure 3.3.1-2 Indoor/outdoor Drop: (a) 1-hop neighbourhood coverage (hierarchical scheme) (b) total number of async timings over time

4 
Design implications

First, we summarize the observations based on simulations:

1. For partial network case, a hierarchical structure is the natural choice 

2. For out of network case, a flat structure has 

a. Best performance in terms of network dynamics – less number timings and dynamics due to lack of hierarchy to maintain 

b. Best performance in terms of neighborhood coverage – less number of distinct timings to follow 

c. Comparable performance in terms of time and frequency errors (see [4])
Hence, we propose to follow a hierarchical structure for partial network, and a flat structure for out-of-network.  We note that this dichotomy is because of a well defined stratum 0 nodes in the partial network case – in their absence; additional protocols for defining and maintaining hierarchy are needed for the out-of-network case. These lead to a performance degradation for a hierarchical scheme in the out of network case.. 

In particular, we make the following proposals:

Proposal 6: partial network scenario should follow a hierarchical structure with eNodeBs at stratum 0. 

Proposal 7: out of network scenario should follow a flat structure.
5 
Conclusion
In this contribution, we studied the details of the D2D synchronization procedure, and made the following proposals and observations: 
Proposal 1: procedure shown in Figure 2-1 is adopted as overall synchronization procedure on a given carrier with rules for selection/reselection of synchronization sources for further discussion. 

Proposal 2: The same prioritization rules should be applied for selection and reselection of the synchronization sources, when multiple sources are detected. 

Proposal 3: for in-network, UEs can select between multiple eNodeBs based on RSRP and earliest time of arrival.

Proposal 4: Synchronization sources whose timing was originally derived from eNBs up to a pre-specified maximum stratum level have a higher priority compared to the synchronization sources which are following timings from ISS.  

Proposal 5: Among synchronization sources whose timing was originally derived from eNodeB, following rules are further used in that order (i) lower stratum levels (ii) earliest time of arrival.
Proposal 6: partial network scenario should follow a hierarchical structure with eNodeBs at stratum 0. 

Proposal 7: out of network scenario should follow a flat structure. 
Observation 1: the flat scheme results in simpler implementation compared to the hierarchical scheme, since all neighboring UEs follow the same timing and there is no need to follow extra reception timings and/or reselection of the transmission timing.

Observation 2: the flat scheme results in a more stable system compared to the hierarchical scheme, since the dependency of UEs on ISSs and intermediate sync sources are removed in the flat scheme.

Observation 3: the flat scheme results in a more efficient utilization of the resources and less interference compared to the multi-hop scheme, since less number of resources will be used up for D2DSS transmission throughout the network.

Observation 4: the sync performance of the flat scheme is much better than the multi-hop scheme, considering the 100% neighborhood coverage of the flat scheme.
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Appendix: Priorities in hierarchical scheme (out-of-network)
In this section, we further argue why it is beneficial to prioritize “age of the timing references” over “stratum level”. More specifically, we notice that prioritizing the “age of the timings” results in:

1. Reducing the network dynamics: The idea is to deprioritize the recent timing references and give priority to the existing ones that potentially have been acquired by more UEs in the system. Therefore, the appearance of a new timing will not induce a major change to the system.
2. Better multi-cluster topology:
a. Removing the unnecessary ISSs: prioritizing the “age of timings” implements an efficient ISS-muting mechanism. That is, a more recent ISS, within a multi-hop neighbourhood of an existing ISS, can detect the presence of the other timing and ceases its role. This would not be possible if the stratum level was to be prioritized first.

b. Less number of asynchronous timings in the vicinity: by prioritizing the “age of timings”, the foot print of the existing timing references is extended the most, and hence more UEs acquire these timings. This potentially results in a less number of asynchronous timing references in the neighbourhood (as confirmed by Figures A.1 (a) and (b)) 
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Figure A.1 Number of Asynchronous timings in 1-hop vicinity: (a) Uniform Drop, (b) Indoor/outdoor Drop. 
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