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1
Introduction
Recently, a cell-clustering based interference mitigation schemes have gained a lot of interest in the eIMTA study and work items to mitigate cross-link interference components in a multi-cell network in conjunction with dynamic uplink/downlink (UL/DL) time division duplex (TDD) operation [1][2]
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[5]. In general, the delay characteristics of a backhaul network play a crucial role in the traffic adaptation capability of a cell-clustering scheme. So far, the most of studies in the eIMTA framework have been assumed the usage of ideal backhaul network, i.e. without capacity and delay constraints. However, to address the impacts of practical network deployments, a delay associated with backhaul network links between eNBs is one of the key components to be taken into account while cell-clustering interference mitigation scheme is considered. In the latest RAN1 meeting [6], the impacts of backhaul network delays to a distributed cell-clustering approach with various delay configurations have been addressed. 
In this contribution, we provide further insights on the packet throughput performance of the both centralized and distributed cell-clustering approaches in the presence of backhaul network delays in the outdoor pico multi-cell deployment scenario. Particularly, we consider the impact of unquantized and quantized backhaul information exchange between eNBs within a cluster to a system performance. Here, unquantized backhaul information refers to the ratio of DL to DL plus UL buffer statuses, and quantized backhaul information as TDD subframe configuration. 
2 
Discussion on the Impact of Backhaul Information Exchange between eNBs
In this section, system-level results on both centralized and distributed variants of a cell-clustering scheme in the presence of backhaul network delay are considered. The special focus is given for the consideration of two different backhaul network information types, namely, unquantized and quantized. Here, we refer unquantized backhaul information as the ratio of DL to DL plus UL buffer statuses, and quantized backhaul information as TDD subframe configuration. In this paper, the distributed approach follows closely the scheme provided in [6]. The distributed scheme assumes that each eNB has a backhaul link connected to each eNB within a cluster. However, in practical backhaul network deployments, it might be difficult to satisfy this assumption. Additionally, it is worth noting that the centralized based cell-clustering scheme results in a double amount of backhaul network delay with respect to the distributed scheme provided in [6]. The reason for this is that in the centralized scheme the buffer status information of each eNB within a cluster needs to be firstly gathered into a cluster head via a backhaul network. Then, the cluster head makes the decision on TDD subframe configuration for the cluster. After that, the backhaul network is again used to deliver the decided TDD subframe configuration for the set of eNBs within the cluster. Throughout this paper, the cell-clustering is formed by using 80 dB coupling loss threshold value.The details of simulation parameters and assumptions are summarized in Appendices A to B.

Observation 1: 

· A distributed version of the cell-clustering interference mitigation scheme in [6] assumes that each eNB has a backhaul link connected to each eNB within a cluster. However, in practical backhaul network deployments, it might be challenging to satisfy this assumption.
To reduce the amount of system simulations, the limited set of backhaul network delay values for distributed scheme, namely, 10ms and 40 ms, are considered. As mentioned previously, the centralized scheme has the two times longer backhaul network delay compared to the distributed scheme. It is worth noting that the results of cell-clustering with a ideal backhaul network as well the results of cell-specific traffic adaptation (without cell-clustering) have been added for benchmarking purposes. By ideal backhaul network, we refer as a backhaul network without any delay associated with links between eNBs.
Figure 1 shows the cell average downlink packet throughput as a function of packet arrival rate for the backhaul network delays of 10ms (distributed) and 20ms (centralized), respectively. As can be observed, a delay associated with a backhaul network degrades slightly the packet throughput performance at low to medium network loads. The reason for this is that the backhaul delay causes the exchanged backhaul information between eNBs to be outdated. Hence, this leads to additional mismatch with actual traffic condition within a cluster and the computed TDD subframe configuration. 
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Figure 1.  Cell average packet throughput for downlink as a function of packet arrival, packet size=0.5 Mbytes, λDL/ λUL=0.5, backhaul network delay of 10ms (distributed) and 20ms (centralized), cell-clustering (CC) scheme. 
Figure 2 presents the cell average downlink packet throughput as a function of packet arrival rate for the backhaul network delay of 40ms (distributed) and 80ms (centralized), respectively. In contrast to the backhaul network delay of 10ms, it can be clearly seen that the delay degrades the packet throughput performance at low to medium network loads. More specifically, the delayed backhaul information causes a mismatch between actual network traffic and selected TDD subframe configuration provided by traffic adaptation scheme. Interestingly, the quantized type of backhaul information exchange in conjunction with the cell-clustering scheme outperforms the utilization of the unquantized type of backhaul information exchange. The reason for this is that the quantization enforces the ratio of the number of downlink subframes to the total number of subframes in a radio frame to be within a range of 0.4 to 0.9 with a grid given by seven different TDD subframe configurations. On contrary, for the unquantized type of backhaul information, the ratio of downlink to downlink plus uplink buffer statuses can be within a range of 0 to 1. Hence, due to aforementioned reasons, the candidate TDD subframe configuration space for the quantized backhaul information is more downlink traffic oriented with respect to the unquantized information leading to higher packet throughput performance in the downlink. 
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Figure 2.  Cell average packet throughput for downlink as a function of packet arrival, packet size=0.5 Mbytes, λDL/ λUL=0.5, backhaul network delay of 40ms (distributed) and 80ms (centralized) cell-clustering (CC) scheme. 
The cell average uplink packet throughput as a function of packet arrival rate in the presence of the backhaul network delays of 10ms (distributed) and 20ms (centralized) is depicted in Figure 3. With respect to the downlink results in Figure 1, it can be observed that the delay of 10ms clearly degrades the packet throughput performance at low to medium network loads. This is due to same reasons as in the downlink. It is also worth noting that the unquantized type of backhaul information outperforms the quantized type of backhaul information. The reason for this is that the TDD subframe configuration space for the quantized backhaul information is more oriented towards downlink traffic compared to the unquantized one. Hence, the exchange of quantized backhaul information is not able to support uplink traffic as flexibly as the unquantized one. 
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Figure 3.  Cell average packet throughput for uplink as a function of packet arrival, packet size=0.5 Mbytes, λDL/ λUL=0.5, backhaul network delay of 10ms (disributed) and 20ms (centralized) cell-clustering (CC) scheme. 
Figure 4 depicts the cell average uplink packet throughput as a function of packet arrival rate in the presence of the backhaul network delays of 40ms (distributed) and 80ms (centralized). As can be observed, the backhaul network delay degrades drastically the performance of the cell-clustering scheme with respect to the ideal backhaul information exchange at low to medium network loads. Due to same reasons previously mentioned, the similar performance difference between the quantized and unquantized backhaul information exchange can be observed. Interestingly, in contrast to the delay of 10ms, the performance of the cell-clustering with the quantized backhaul information exchange provides even worse packet throughput performance than the cell-specific traffic adaptation without cell-clustering at low network loads. 
[image: image4.jpg]UL cell average PTP [Mbps]

R i e
®» 3 B E 3 % 8

o n s o

Non-ideal backhaul, eMTA Pico-Pico, UPLINK

Cort. #1

Cell-specific traffic adaptation
——CC, centralized, ideal backhaul
——CC, centralized, unquantized
———CC, distributed, unquantized
——CC, centralized, quantized
~CC, distributed, quantized

4

15 2 25
Lambda [ petsicel]




Figure 4.  Cell average packet throughput for uplink as a function of packet arrival, packet size=0.5 Mbytes, λDL/ λUL=0.5, backhaul network delay of 40ms (disributed) and 80ms (centralized) cell-clustering (CC) scheme. 
Observation 2: 

· For the downlink packet throughput performance of the centralized and distributed cell-clustering schemes, the utilization of quantized backhaul information exchange between eNBs outperforms the use of unquantized backhaul information.

· For the uplink packet throughput performance of the centralized and distributed cell-clustering schemes, the leveraging of unquantized backhaul information exchange between eNBs leads to a better performance compared to the usage of quantized backhaul information. 
· The performance differences between the usage of the quantized and unquantized bachaul information exchange between eNBs with the cell-clustering scheme can be observed at low to medium network loads.
· The exploitation of the quantized and unquantized backhaul information makes the performance trade-off between downlink and uplink. 

· In contrast to the delay of 10ms, the uplink performance of the cell-clustering with the quantized backhaul information exchange provides even worse packet throughput performance than the cell-specific traffic adaptation without cell-clustering at low network loads.
Based on the above observations, the following proposals can be made:

Proposal 1: 
· Since the utilization of the quantized and unquantized backhaul information makes the performance trade-off between the downlink and uplink the use of quantized and unquantized backhaul information should be further studied.
· For the further evaluations on the impact of network backhaul information, the guidance of RAN3 is needed regarding to, e.g., realistic backhaul topology assumptions.

4
Conclusions
In this contribution, further insights on the packet throughput performance of distributive and centralized cell-clustering schemes in the presence of backhaul network delay in outdoor pico multi-cell deployment scenario have been provided. Particularly, the impact of delayed unquantized and quantized type of backaul information is discussed. 
Observation 1: 

· A distributed version of the cell-clustering interference mitigation scheme in [6] assumes that each eNB has a backhaul link connected to each eNB within a cluster. However, in practical backhaul network deployments, it might be challenging to satisfy this assumption.
Observation 2: 

· For the downlink packet throughput performance of the centralized and distributed cell-clustering schemes, the utilization of quantized backhaul information exchange between eNBs outperforms the use of unquantized backhaul information.

· For the uplink packet throughput performance of the centralized and distributed cell-clustering schemes, the leveraging of unquantized backhaul information exchange between eNBs leads to a better performance compared to the usage of quantized backhaul information. 

· The performance differences between the usage of the quantized and unquantized bachaul information exchange between eNBs with the cell-clustering scheme can be observed at low to medium network loads.
· The exploitation of the quantized and unquantized backhaul information makes the performance trade-off between downlink and uplink. 

· In contrast to the delay of 10ms, the uplink performance of the cell-clustering with the quantized backhaul information exchange provides even worse packet throughput performance than the cell-specific traffic adaptation without cell-clustering at low network loads.
Based on the above observations, the following proposals can be made:

Proposal 1: 
· Since the utilization of the quantized and unquantized backhaul information makes the performance  trade-off between the downlink and uplink the use of quantized and unquantized backhaul information should be further studied.

· For the further evaluations on the impact of network backhaul information, the guidance of RAN3 is needed regarding to, e.g., realistic backhaul topology assumptions.
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Appendix A: Simulation Parameters for eIMTA Outdoor Multi-cell Pico
	Simulation Scenario
	outdoor Pico-outdoor Pico cells

	System bandwidth
	10MHz

	Carrier frequency
	2 GHz

	Inter-site distance
	500 m
[case1 in 36.942]

	Macro deployment
	The typical 19-cell and 3-sectored hexagon system layout (see [36.942])

Note: The macro-cells are not simulated. 

	Outdoor Pico deployment
	40m radius, random deployment
[36.814]

	Number of Pico cells per sector
	4

	Minimum distance 
between outdoor Pico cells 
	40m
[36.814]

	Minimum distance between outdoor Pico and Macro
	0m

	Outdoor Pico antenna pattern
	2D, Omni-directional
[36.814]

	Outdoor Pico antenna gain
	5 dBi
[36.814]

	UE antenna gain
	0 dBi
[36.942]

	Outdoor Pico noise figure
	13 dB
[36.104]

	UE noise figure
	9 dB
[36.814]

	Outdoor Pico max transmission power
	24 dBm as in [36.104]

	UE power class
	23 dBm (200 mW)
[36.814]

	 Number of UEs per Pico cell 
	10 UEs uniformly dropped around each of the Pico cells within a radius of 40m

	User distribution
	Cluster, Photspot = 1

	Shadowing correlation between UEs
	0

	Shadowing correlation between outdoor Picos
	0.5
[36.814]

	Pathloss model
	 
	

	Shadowing standard deviation
	Pico to UE LOS
	3 dB

	
	Pico to UE NLOS
	4 dB

	
	UE to UE
	12 dB

	
	Pico to Pico
	6 dB


Appendix B: Simulation Assumptions for eIMTA Outdoor Multi-cell Pico
	Simulation methodology
	DL and UL shall be evaluated in an integrated simulator

	Scheduler
	FIFO

	Pico antenna configuration
	1Tx, 2Rx

	UE antenna configuration
	1Tx, 2Rx

	BS receiver 
	MRC

	UE receiver
	MRC

	Adaptation method of UL-DL reconfiguration
	10ms interval, based on instantaneous load

	Link adaptation
	MCS selection with 10% BLER, ideal LA, no OLLA


	Channel estimation
	Ideal

	Outdoor Pico DL power control
	Not modeled

	UE UL Power control
	open-loop : alpha = 0.8, Po= -76dBm

	Set of TDD UL-DL configurations
	The seven TDD UL-DL configurations defined in Rel-8 can be used for reconfigurations.

	Small scaling fading channel
	Not modeled

	CP length
	normal CP in both downlink and uplink.

	Special subframe configuration
	Special subframe configuration #8

	Packet drop time
	The packet drop time is either not modeled or model according to 36.814 (i.e. 8s for 0.5MB and 32s for 2MB). Details to be provided by each company

	UL modulation order
	All modulations {QPSK, 16QAM, 64QAM} can be used as the UL modulation order


