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1
Introduction
As decided at RAN plenary meeting #61, broadcast communication in outside network coverage is the highest prioritized item to be designed for D2D communication for Public Safety. As multiple devices are involved to a broadcast transmission, network time synchronization among multiple devices may impact the performance and the design approach. In this contribution, we focus on the design aspects of network time synchronization as considering requirements to support D2D broadcast communication.
2   Design Issues

As highlighted by RAN1 chairman at RAN plenary #60 [1], RAN1 has been focusing only D2D broadcast communication without the notion of group. Groupcast communication is implemented on the basis of broadcast communication at higher layer, and unicast communication is the subset of groupcast when the number of group is just two.
The status report [2] at RAN plenary #61 informed the following agreement from RAN1#74.

 “Baseline for the broadcast communication on which RAN plenary has tasked RAN1 to focus, is that no closed loop physical layer feedback is used; can be revisited if significant benefits of introducing some such feedback are shown.” 
RP-131377 summarized ProSe priorities for public safety use cases and the use case of that ‘Direct 1:many E-UTRA Communication out of coverage’ has the highest priority.
Therefore, we focus the design aspects for D2D broadcast communication out of coverage in RAN1 scope. Because groupcast communication is only implemented at higher layer, broadcast signal shall be received at all receivers in the communication range from the transmitter without filtering based on group notion.
After reviewing required functionalities for D2D broadcast communication, discussion on time synchronization will be followed in this document. 
And finally we will present some conclusions including requirement of SRUE(Synchronization Reference UE) determination and synchronization among SRUEs.
2.1
Functional considerations
We can consider two main functional aspects, to provide D2D broadcast communication, resource allocation and interference management.

Multiplex scheme such as TDM or FDM may give critical impacts to the whole design considerations. 
At resource allocation aspects, operations at receiver side are focused because a RX UE has potential multiple TX UEs in the communication range. As assuming TDM scheme, a receiver could not receive data traffics from the multiple transmitters concurrently. However, if transmitters are synchronized, some techniques such as interference cancelation may be utilized for decoding of multiple signals in the same resource. While, FDM scheme can support to decode multiple signals which are assigned to different frequency resources without the condition of synchronized TX UEs, if there are multiple RF chains corresponding to each frequency resource. Since OFDM is the baseline, these observations may happen in complex cases.
At interference management aspects, operations at transmitter side are focused because interference problem is resolved when TX UEs interfering to other RX UEs are assigned to an orthogonal resource. In TDM scheme, the problem is not much significant when two TX UEs in the communication range each other exchange signals explicitly or sense medium busy state implicitly. However, hidden node problem when two TX UEs are not in the communication range and RX UEs are in the middle, demands signaling from RX UEs to TX UEs to support the selection of a TX UE. FDM scheme should handle hidden node problem as well. Moreover in-band emission needs more design considerations even when TX UEs operate in a different frequency resource but the same time resource.
2.2
Case study
Before discussion about synchronization cases, we define some terminologies as follows:
· DSS (D2D Synchronization Signal): synchronization signal within D2D UEs
· SRUE (Synchronization Reference D2D UE): SRUE is the UE which transmits a SS. SRUE may refer DSSs from other SRUEs or may not, according to a synchronization mechanism.

· NUE (Normal D2D UE): NUE is the UE which refer DSSs from SRUEs, not transmitting a DSS. NUE is categorized to 3 types according to receiver side features as follows:

· Receiver type 1: single timing reference. Reference is not changed in the long term.
· Receiver type 2: multiple timing references, but reference changes in-turn. Timing is decided based on single reference in the short term.
· Receiver type 3: multiple timing references. Timing is decided based on multiple references together.
5 synchronization cases are identified based on the condition to assign a SRUE role to the specific UEs from NUE. We believe these 5 cases cover all possible variants.
· Case 1: The specific UE is determined to perform as SRUE. SRUE is determined to be locally unique.
· Case 2: TX UE is pre-determined to perform as SRUE.
· Case 3: RX UE is pre-determined to perform as SRUE.
· Case 4: All UEs (comprising TX UE and RX UE) are pre-determined to perform as SRUE.
· Case 5: Some specific UEs are determined to perform as SRUE with a certain condition.
The following table describes mapping between 5 cases and 3 receiver types as well as categorizing 5 cases into possible network time synchronization procedure. Some cases may be categorized into different synchronization methodologies.
	Cases
	Receiver types
	Possible Network Time Synchronization Procedure
	Reference Systems

	Case 1

	Type 1
	Centralized approach
	General cellular system

802.11 BSS (AP) mode [7]

	
	Type 2
	Distributed approach
	802.11 IBSS (ad-hoc) mode [7]

	Case 2
	Type 1
	Centralized approach
	-

	
	Type 2
	Distributed approach
	TETRA DMO [8]

	Case 3
	Type 2
	Distributed approach
	-

	Case 4
	Type 3
	All nodes-based Distributed approach
	WINNER II [5]

	Case 5
	Type 3
	Distributed approach
	-


Case 1 study
In this scenario, SRUE is decided among NUEs and to be locally unique. We assume that NUE becomes SRUE based on the result from monitoring the DSS transmitted by the existing SRUE. Therefore, SRUEs are decided sequentially in collocated area. As depicted in figure 1, a NUE becomes SRUE1 since there are no detected DSSs during the certain time duration. Another NUE becomes SRUE2 since there are no detected DSSs including DSS from SRUE1 during the certain time duration, because SRUE2 is out of range from SRUE2. After SRUE1 and SRUE2 are determined, TXUE1 associated to SRUE1 tries to broadcast. However, only RXUE1 and RXUE2 which are synchronized to SRUE1 receive broadcast signal from TXUE1. RXUE3 cannot receive because it is associated to SRUE2 which has different reference timing to SRUE1. This resource allocation problem is caused by the mismatch of slot timing or frame timing between different synchronized clusters.
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Figure 1. Resource allocation problem in Case 1.
Besides resource allocation problem, unavoidable interference happens at RXUE3 when receiving multiple signals at the same time from TXUE1 and TXUE2 respectively. Broadcast signal from TXUE1 is interfered to broadcast signal from TXUE2 at RXUE3 side. SRUE1 and SRUE2 do not reach each other. Moreover, NUEs associated to each SRUE cannot communicate each other due to the lack of synchrony.
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Figure 2. Interference management problem in Case 1.
Observation 1: Local uniqueness of SRU is one of obstacles to support D2D broadcast communication.
Case 2 study

Different assumption in this scenario compared to Case 1 is that TXUE roles as SRUE with pre-determination when connection is established. Resource allocation problem as depicted in figure 1 does not happen, because SRUE and TXUE is same, that is, the communication range and DSS detection range is not much different. In fact, communication range may be shorter than DSS detection range, so that impact is minimized more.
Observation 2: It is preferred that TXUE roles as SRUE considering synchronization-communication mismatch due to the limited range of DSS. 
However, interference issue is same as depicted in figure 2 due to the same reason called as hidden node problem. In figure 3, RXUE1 and RXUE2 follows reference timing from TXUE1 based on DSS transmitted by TXUE1. So signals from TXUE2 may interfere to RXUE1 and RXUE2 without any impact.
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Figure 3. Interference management problem in Case 2.
Case 3 study

A simple idea to solve the problem from Case 2 may be making RXUE doing as SRUE so as to synchronize TXUEs based on DSS from RXUE. As seen from figure 4, RXUE1 can mitigate or avoid interference from TXUE2 by the virtue of synchronization and possible resource scheduling between TXUE1 and TXUE2 which are associated to SRUE1(RXUE1). Even though RXUE2 is not synchronized to both TXUE1 and TXUE2 at this time, both of them may be associated to SRUE2(RXUE2) later and RXUE2 can perform broadcast communication.
Real problem of Case 3 is caused by the mismatch between the communication range of TXUE and synchronization range of RXUE. Therefore some of RXUEs may not be synchronized to TXUE even though they are in the communication range of the TXUE.
Observation 3: It is preferred that RXUE roles as SRUE considering time synchronization among TXUEs due to hidden node problem.
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Figure 4. Range mismatch problem in Case 3.
Case 4 study
As we learn from former Case 1 to Case 3, the mismatch between TXUE and RXUE or hidden node problem is the major obstacles to support D2D broadcast communication. So we can think about the case that all TXUEs and RXUEs role as SRUE as shown in figure 5. In this scenario, we can achieve D2D broadcast communication with smart resource coordination, if possible. However, there may be operation and implementation aspects. At first aspect, this case cannot enable operation with low power consumption because all TXUEs and RXUEs send and decode DSSs among them. In the implementation aspect, this case forces higher receiver complexity. For example, we need a large number of different sequences for DSS per each SRUE. Moreover, SRUE may not have a sufficient capability to decode the large number of sequences in the certain time. Half duplex problem may impact the synchronization performance when multiple DSSs are overlapped. Even though we choose a kind of contention-based access mechanism to avoid interference between DSSs from many SRUEs, it may result in much latency to send DSS so the system may be unstable.
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Figure 5. Example of Case 4.
Observation 4: It is not preferred that all UEs roles as SRUE considering operation or implementation aspects due to higher power consumption or higher receiver complexity.
Case 5 study
To avoid the problem from Case 4, we can consider only some of all UEs are determined to role as SRUE. However, this scenario may not be different substantially to Case1, Case2, or Case3. Resource allocation or interference due to hidden node problem may happen according to the topology among SRUE, TXUE and RXUE being resulted from the selection of some SRUEs from all UEs.
Observation 5: Synchronization performance may be impacted by the result from SRUE selection.
From case studies about time synchronization, we can understand that the core reason to cause problems is the fact that SRUEs are not in the range of each other. Therefore, problems in most of cases are resolved if we assume that SRUEs in problem situation are synchronized.
Observation 6: Synchronization among SRU is essential to support D2D broadcast communication.
2.3
Design primitives
Following observations, we suggest design primitives as follows:
Proposal 1: SRUE shall be determined to provide timing reference to neighboring UEs including SRUEs, TXUEs or RXUEs.

Proposal 2: Inter-SRUE synchronization in collocated area shall be supported for D2D broadcast communication.

There are existing references to deal with inter-SRUE synchronization. One is a hierarchical approach and another is a distributed approach. Variant hierarchical synchronization mechanisms have been studied in academy [3] and industrial domain mainly considering use-cases in sensor network or indoor ad-hoc network. Main technical issues are about tree management or routing over layer 3. So design at layer 2 is simplified as assuming adoption of contention-based channel access such as CSMA-CA. Distributed synchronization mechanisms have been studied in academy [4] as well. We found some examples for industrial domain including WINNER II[5] and OpenAirMesh[9]. The distributed synchronization mechanism may be designed in layer 1 or layer 2, and is known to enable large scale synchronized network with relatively less control overhead than hierarchical approach. Impacts from network dynamics are arguable between hierarchical approach and distributed approach. Impacts from synchronization error are limited locally in the distributed approach. However the synchronization error and overhead to restore may be critical in hierarchical approach when higher node in the tree is lost. For more information, comparison based on analysis of hierarchical and distributed synchronization mechanism is referred from [6].
Proposal 3: Distributed inter-SRU synchronization is preferred in layer 1 design aspects. Hierarchical inter-SRU synchronization needs to be studied more in layer 2 design aspects to deal with dynamic situations and to support low control overhead.

3   Conclusion
We studies synchronization cases and identified 6 observations and 3 proposals as follows:
Observation 1: Local uniqueness of SRU is one of obstacles to support D2D broadcast communication.

Observation 2: It is preferred that TXUE roles as SRUE considering synchronization-communication mismatch due to the limited range of DSS. 

Observation 3: It is preferred that RXUE roles as SRUE considering time synchronization among TXUEs due to hidden node problem.

Observation 4: It is not preferred that all UEs roles as SRUE considering operation or implementation aspects due to higher power consumption or higher receiver complexity.

Observation 5: Synchronization performance may be impacted by the result from SRUE selection.

Observation 6: Synchronization among SRU is essential to support D2D broadcast communication.

Proposal 1: SRUE shall be determined to provide timing reference to neighboring UEs including SRUEs, TXUEs or RXUEs.

Proposal 2: Inter-SRUE synchronization in collocated area shall be supported for D2D broadcast communication.

Proposal 3: Distributed inter-SRU synchronization is preferred in layer 1 design aspects. Hierarchical inter-SRU synchronization needs to be studied more in layer 2 design aspects to deal with dynamic situations and to support low control overhead.
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