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1   Introduction

Code Word level successive Interference Cancellation (CWIC) receivers are among the most promising receivers in terms of link-level performance. Nevertheless, these receivers require some coordination of the resource allocation between the victim and the interferer in order to secure their gain at the system level. In this contribution, we describe a resource allocation method to ensure CWIC receivers provide gains at the system level. The magnitude of these gains remains to be evaluated by system-level simulations.

2   CWIC receivers and their requirements

2.1  Recalls on CWIC receivers structure
Interference cancellation (IC) receivers estimate the signal received from one or more interferers, and subtract it from the received signal before detecting the desired signal, as depicted in the figure below. 
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Figure 1: principle of IC receivers

CWIC receivers are IC receivers where the interference estimation process involves channel decoding the signal of the interferer. 
Several classes of CWIC receivers are possible, which differ by:

· The detector used for interference and desired signals, which can be linear (MMSE or IRC) or based on the Maximum Likelihood (ML) criterion, possibly with reduced complexity;
· The way the interference is estimated, which can be either “one-shot”, based on hard decisions at the output of the channel decoder, or turbo, where both the interference and useful signal estimates are refined iteratively. 
See [1] for an extended description of these various alternatives.
2.2  Requirements on resource allocation
The use of channel decoding to refine the interferer’s data estimation imposes that its modulation and coding scheme (MCS) can be decoded by the victim. For instance, if a UE at the cell edge (thus experimenting generally a poor channel quality) is interfered by a signal intended to a UE in the cell center encoded with a high MCS (e.g. 64QAM, and 8/9 code rate) then the victim will most likely not be able to decode the interfering data, and the CWIC will be useless.
Without network assistance to control the MCSs of the victim and interferer, the situations where both are compatible for the CWIC receiver to work will happen by chance, which is not expected to be often. 
Even worse, if the link adaptation of the victim assumes a CWIC receiver but the interference cancellation is not successful, the transmitted transport block(s) will be lost and the UE performance will be degraded compared to a linear receiver.

Therefore, in order for CWIC receivers to provide gain at the system-level, the network needs to coordinate the resource allocation of the victim and its dominant interferer(s). This coordination includes both: 
· the scheduled UEs selection and the associated resources (coordinated scheduling) and; 
· their link adaptation (coordinated link adaptation). 
Note that allocation coordination is always possible between the cells (sectors) from the same site, without any specific requirement on the backhaul latency.
Sections 3 and 4 describe possible methods to perform coordinated link adaptation and coordinated scheduling, respectively. 
3   Coordinated link adaptation
In this section, we describe a coordinated link adaptation method which guarantees that CWIC receivers provide system-level gains compared to linear receivers. The method is described in the context of inter-cell interfererence mitigation, but it can apply as well for intra-cell (MU-MIMO) interference. 

For the sake of simplicity, let us consider the system depicted on Figure 2, where two cells (Cell 1 and Cell 2) respectively serve two UEs (UE1 and UE2).
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Figure 2: System description

The signal received at UEi from its serving cell (cell i) is noted si, the signal received from the dominant interfering cell (cell j) is noted sji, and the aggregate power received from all the other neighbouring cells is noted sOi, as illustrated on Fig. 2. 
In case UEi uses a SIC receiver, it has to be able to decode the signal from cell j. This means that the MCS allocated to UEj, noted 
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where 
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 denotes the MCS corresponding to CQI x, 
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is the CQI fed back by UEi under the assumption that the serving cell is cell j and the interfering cell is cell i. “IestRx” denotes the type of receiver that will be used to estimate the interference and is therefore assumed to compute this CQI. For instance, in the case of a hard SIC, the detection of the interferer is typically done with an IRC receiver. In the case of a turbo SIC, the detection of the interferer is iterative and depends on the detection performance of both the desired and the interfering signals. The performance prediction of turbo SIC receivers presented in [2] can be used to obtain the associated 
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If the MCS of UEj without any network assistance is lower than 
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, then UEi will be able to decode successfully the signal transmitted for UEj without any impact on UEj’s performance.  

If the MCS of UEj without any network assistance is higher than 
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, the network assistance effect is to decrease this MCS so that the above condition is satisfied. In this case, the network decreases the data rate of UEj in order to increase the data rate of UEi. To ensure an overall gain, the network has to check that the achieved aggregated data rate of UE1 and UE2 is higher than if a linear receiver was used. Note that the network can also impose some conditions to avoid the data rate of UE2 to be severely degraded, e.g. not apply CWIC for UEi if the data rate of UEj is decreased by more than X%.  
As a result, each UE has to feed back 3 CQIs

· 
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, which corresponds to a linear receiver, e.g. an IRC receiver, for the case where the CWIC cannot be applied
· 
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, which assumes the interferer has been successfully cancelled, for the case where CWIC can be applied
· 
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, which describes the link quality to the interfering cell, assuming the receiver used to estimate the interfering signal (e.g. an IRC receiver in the case of a hard SIC)
Note that the CSI processes framework defined for CoMP in Release 11 can be reused to report the three CQIs, and to configure the UE to report a CQI related to an interfering cell. Nevertheless, it should be specified that two CQIs relate to two different receiver types (i.e. one advanced receiver and a baseline - or fallback - receiver). 

Additional CQIs may need to be reported to account for a second transport block in SU-MIMO operation. 

Coordinated link adaptation summary 
1. Each UE feeds back 3 CQIs: 
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2. After gathering the three CQIs from UE1 and UE2, the scheduler estimates the achievable aggregated data rate for each possible receiver configuration 
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, where Rxi is the receiver of UEi:
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Where R(y) denotes the data rate corresponding to MCS y.

Note: here we do not consider the configuration where the two UEs use a CWIC receiver.

3. The selected receiver configuration is the one that maximizes the aggregated data rate, possibly subject to a fairness condition (not shown here) so that the aggressor data rate is not too degraded i.e.
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4. The selected MCSs for UEi and UEj are determined from the selected receivers, using
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if {Rxi = LR, Rxj=LR}
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if {Rxi=CWIC, Rxj=LR}
Following the same principle, this method can be extended to more than one cancelled interferer, which then requires to feed back additional CQIs. For instance, in the case of 2 interfering cells, the following additional CQIs can be reported: 
· the CQI to the serving cell corresponding to 2 succesfully cancelled interferers 
· the CQI to the second interfering cell under the assumption that the first interferer has been cancelled.
4   Coordinated scheduling
In the previous section we have considered only two UEs, which reflects the situation where the scheduler has already identified the UEs to serve in cell 1 and cell 2 on a given set of resources. In reality, the choice of the UEs obviously has to account for the feasibility of CWIC receivers. Many strategies are possible in order to combine the UE selection together with the coordinated link adaptation. In this section, we describe one example method to achieve this.

Now we assume each cell has a set of UEs to serve, and each UE has reported the 3 CQIs described above. The number of cells is constrained by the coordination cluster, but can be greater than 2. For simplicity, we assume only one interferer can be cancelled by the CWIC receiver, and we assume each UE reports to the network the identity of its dominant interferer in the long term (based e.g. on path loss measurements). 
On any given set of resources (PRBs) to allocate, the following process is applied.  

1. The scheduler forms candidate pairs (UEi, UEj) for the considered set of resources, with UEi served by cell i.  

2. The best receiver and achievable aggregated data rate for each candidate pair is estimated using the coordinated link adaptation described in section 3
3. The pair of UEs selected for scheduling is chosen as the one maximizing a predefined criterion, which can be for instance the maximum aggregated data rate, or a modified Proportional Fair metric to trade off data rate maximization and fairness. 

As an exhaustive search over all the possible pairs can be computationally intensive, a sub-optimal approach can be used to form the pairs in step 1, for instance as follows:
a) select a cell within the coordination cluster (e.g. in a round robin way)
b) in the selected cell, select the N UEs with the highest Proportional Fair (PF) metric 
c) For each of these N UEs, select in their dominant interfering cell the M UEs having the highest PF metric, to form a reduced set of NxM pairs, where N and M can be chosen as a function of the available computation resources
d) Apply steps 2-3
e) Remove the chosen UEs from the candidate UEs list and go back to step a) until all cells have allocated the considered set of resources.    
5   Conclusion
This contribution has described a resource allocation method to ensure CWIC receivers provide gains at the system level. The magnitude of these gains needs to be evaluated by system-level simulations.
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