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1
Introduction
In the RAN#58 plenary meeting, a study item for LTE device to device (D2D) proximity services was approved [1].  The study item covered discovery and communication aspects for D2D for the following scenarios:
1. In network

2. Out of network 

3. Partial network 

We believe that in order to have a common technical solution across these three scenarios, there is a need for D2D synchronization solution for the partial network and out-of-network scenarios. This is motivated further in [6]. In this contribution, we propose solutions for D2D synchronization both at a link and system level. At a link level the solutions proposed are common for both partial and out of network cases. At a system level, we propose a synchronization framework that can be applied for both the scenarios though perhaps with different optimizations for the cases.

This contribution is structured as follows:
· In section 2, we discuss the problem definition for D2D synchronization, and metrics used for evaluation

· In section 3, we discuss some of the link level challenges, and proposed solutions along with simulation results
· In section 4, we discuss some of the system level challenges and propose solutions along with simulation results 

2 
Synchronization Problem Definition 

At a high level, synchronization problem can be defined as achieving time and frequency synchronization for a set of UEs with partial or no support from the network. 

Note that the LTE DL synchronization procedure used PSS/SSS signals that are broadcast by eNodeBs every 5 ms and a UE (typically) synchronizes to the strongest base station. Thus, synchronization for WAN is mostly a link level problem. However, for D2D, synchronization becomes a system level problem. This is illustrated in the figure below: for N UEs WAN synchronization can be thought of as N independent 1x1 problems, but D2D synchronization is an NxN problem that requires a system level study. 
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Figure 2 WAN vs. D2D synchronization
Additionally, we can talk of two types of synchronization: global and local. In the global synchronization, we require all the UEs in the network to agree on the same time and frequency and each UE tries to minimize its offset with respect to all other UEs. In the local synchronization, our goal is to locally reduce the offsets with respect to the neighbors. Since D2D communication will be local, we focus on local synchronization.
Performance metrics

Impact of synchronization error on system performance is not straight-forward to capture. However, if a synchronous approach is adopted, then we propose the following metrics for studying performance of synchronization algorithms 

1. Probability of two neighbors being synchronized as a function of time

2. RMS timing error averaged across all synchronized neighbors
3. RMS frequency error averaged across all synchronized neighbors
Note that LTE uses a normal cyclic prefix of 4.7 microseconds, and a sub-carrier spacing of 15 KHz - thus requiring very tight synchronization between UEs and base stations for all its signaling. Motivated by this, we target few us time synchronization error and few 100s Hz frequency synchronization error for the D2D synchronization problem.
Proposal 2a: D2D synchronization should target few microsecond timing error, and few 100s Hz frequency synchronization error. 

3 
Link level challenges and solutions
3.1 Link level challenges 

In traditional LTE, the primary synchronization signal (PSS) is sent once every five milliseconds by the base station. For a D2D system, sending a synchronization signal that often would be a drain on the battery, and may not be acceptable. 
Additionally, for detecting PSS in LTE downlink, one needs to do a chip level hypothesis search (or at least in steps of the CP length) over the synchronization period (5 milliseconds) -- for a D2D system, especially if a long synchronization period is adopted, a chip level search becomes unacceptable in terms of the receiver complexity.
Observation 3a: two main link level challenges for D2D synchronization are energy efficiency and receiver complexity. 
3.2 Link level solution 

In order to alleviate these problems, following two changes are proposed – we validate these changes with link level simulations and later with system simulations in Section 4: 

1. Lower periodicity of transmission: instead of traditional 5 ms periodicity consider lower periodicity of transmissions (e.g. 100ms to 1 second) – some study of receiver algorithms is needed.

2. Repeated PSS transmission allowing for symbol level search: to avoid a chip level search for PSS sequence, we propose to change the signal structure slightly to repeat the PSS transmission allowing for an efficient symbol level search algorithm.

Proposal 3b: repeated PSS transmission with low duty cycle for synchronization.
3.2 Link level simulation results and details 

First, we describe the timing algorithm in detail, and then provide link level simulation results. The link simulations are performed on a PED-A channel model, and assume a frequency offset of up to 10 ppm. The link simulations also include a 8X upsampling and downsampling to model the effects of the front end filters. 
Timing synchronization algorithm: the initial time acquisition procedure is performed by finding the PSS within the received sequence. The receiver correlates the received chips against the reference PSS, and the maximum correlation metric gives an estimated position of the PSS. This requires a chip level search that is practically infeasible for low synchronization periodicities. The main idea of transmitting repeated PSS is to treat the repeated symbol as a large cyclic prefix allowing for an OFDM symbol level search rather than chip level search, and the processing can then be done in frequency domain instead of time domain. For low SINR regime, the receiver may need to non-coherently combine the correlation metrics over multiple periods to detect the PSS more reliably. 

In the presence of a large frequency offset between the transmitter and the receiver, one can identify the following two issues affecting the PSS detection algorithm:

1. A large carrier frequency offset (CFO) impairs the ability of the receiver to decode the PSS.

2. The sampling frequency offset (SFO) at the receiver results in having a different number of samples during a synchronization period. This problem signifies especially for non-coherent accumulation of the received sequences in a low periodicity (e.g. 100ms to 1 second). 

To overcome the mentioned issues, the receiver can apply a couple of hypotheses for SFO (i.e. the duration of the synchronization period) and CFO in calculating the correlation metrics.

Fig. 3-1 demonstrates the probability of successfully detecting PSS within 2 chips. The residual error (up to 16 samples in an 8x up-sample level) is shown in Fig. 3-2(a).

Frequency synchronization algorithm: after time acquisition, that the receiver could successfully detect the PSS position, the residual frequency offset can be estimated and resolved from the phase shift between the two consecutive received PSS sequences. 

The corresponding error can be modeled as a zero-mean Gaussian random variable whose standard deviation is displayed in Fig. 3-2(b).
We make the following observations based on the link level results

Observation 3c: non-coherent accumulation of the received signal over multiple periods for a more reliable time and frequency synchronization.
Observation 3d: with modified receiver algorithms one is effectively able to synchronize to lower periodicity synchronization signals.
(a)                                                                                         (b)
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Figure 3-1 PSS Detection Probability; (a) as a Function of Number of Combinations (period=1s, FO=10ppm), (b) for Different Periodicities (Number of Combinations=10)
(b)                                                                                         (b)
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Figure 3-2 Residual Time and Frequency Synchronization Error; (a) Distribution of Time Measurement Error (in 8X Upsample Scale), (b) Standard Deviation of CFO Estimation Error as a Function of Number of Combinations
4 
System level challenges and solutions
4.1 System level challenges

Multiuser synchronization: as mentioned earlier, for D2D, synchronization is a system level problem. One of the questions that arise is: how does a UE that can see multiple other UEs (with consistent timing and frequency) synchronize to them? In a WAN setting, this is typically resolved by synchronizing to the strongest base station. However, for a D2D setting, there may be some benefit for a UE to synchronize based on multiple signals. 

Timing inconsistency resolution: how does a UE that sees multiple other UEs with inconsistent timing or frequency resolve this timing ambiguity? This could for example be caused by two far away UEs with different notions of time and frequency coming in proximity due to mobility, or a UE powering up in between two synchronous clusters that are not synchronized to each other -- this is shown in Figure below.
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Figure 4-1 Timing Inconsistency Problem

Observation 4a: D2D synchronization is a multiuser problem and some mechanisms for dealing with timing ambiguity are needed. 
4.2 System level solution:

A fraction of resource is allocated for the purpose of synchronization. An example is shown in the figure with 1% of the system resource allocated to synchronization. 

[image: image7.emf]
The PSS sequence is a repeated sequence as per Proposal 3a.

Synchronization packet format is based on 36.922 as well as IEEE 1609 synchronization protocol [4], and can for example contain:
· Timing information -- counters
· Synchronization Status – e.g. connected to GPS, connected to WAN, etc.
· Synchronization accuracy 

· Stratum Level (i.e., hop count)

· Information for conflict resolution – e.g. age/reliability of the timing source 

Resource selection: in this contribution, we use minimum energy based resource selection – further protocols for resource selection can be studied as well. 
Proposal 4b: time orthogonalization of synchronization signals from different UEs should be considered to facilitate easier detection. 

Proposal 4c: a synchronization frame that facilitates D2D synchronization including support for conflict resolution across independent sources
Simualtion results (out-of-network case)

We simulate the Option 5 which was the agreed mandatory scenario with 32 UEs/cell motivated by the Broadcast simulation options. 

We assume initial carrier frequency offset of +- 5 ppm, and completely asynchronized notion of timing reference. 

A typical deployment is shown in the figure below. 
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Timing synchronization algorithm: The timing inconsistency issue can be resolved by giving priority to the UEs who acquired the oldest timing source. The estimated time offsets to the neighbors are impaired with the measurement error (see Fig. 3-2(a)) as well as the propagation delay. In order to reduce the effect of the propagation delay, the UE may modify its PSS timing to the earliest measured timing among the neighbors (including itself) with the oldest timing source.

Frequency synchronization algorithm: after acquiring the oldest timing in the neighborhood, each UE tries to resolve the residual frequency offsets with respect to the corresponding neighboring UEs. This can be done by averaging the measured frequency offsets (impaired by the link-level measurement error) to all neighbors with the oldest timing source. For a faster convergence, each UE can additionally keep some history by appropriately weighing the new measurements. 
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Figure 4-2 Frequency and Time Synchronization Performance (Out-of-network Scenario)
Simulation results (partial network coverage case)

We simulate the partial network case agreed in RAN1 WG1 #73 [5]. A typical deployment is shown in the figure below:
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In this scenario, the in-coverage UEs directly synchronize to eNodeBs, and disseminate the WAN timing to the other out-of-coverage devices. An out-of-coverage UE can potentially receive the WAN timing from a neighboring in-coverage UE. If such a neighbor is not detectable, the UE may be able to derive the WAN timing through other out-of-coverage UEs and over a multi-hop path to the WAN. Hence, a hierarchical structure can be defined for this multi-hop synchronization, and the synchronization stratum of a UE is defined as the minimum number of hops between the UE and the WAN similar to [3]. UEs should transmit their synchronization hierarchy, i.e. the stratum level, information along with the synchronization signal. Each UE can then determine its stratum as one greater than its donor UE.
The out-of-coverage UEs can apply the following algorithms to synchronize to the WAN.

Timing synchronization algorithm: the timing inconsistency issue can be readily resolved by giving priority to the UEs who acquired the WAN timing. A UE at level l may pick the earliest measured timing among its higher neighbors (i.e. at levels <1, and including itself). The UE can also incorporate the measurements from other neighbors (with larger or the same stratum level) with WAN timing. However more care would be needed in this case, since due to the random measurement error (see Fig. 3-2(a)), there is a possibility of deviating from the WAN timing.

Frequency synchronization algorithm: a UE at level l averages the measured frequency offsets to all its higher neighbors (i.e. at levels <1). In order to get a better performance, when the number of higher neighbors is not sufficient, the measurements from other UEs with the same or larger levels may also be included in the averaging with some proper weighing factors.  The UE can benefit from multiple measurements over time as well by taking history into account.

Fig. 4-3 shows the RMS frequency and timing errors for the partial-network scenario. The large timing error of the in-coverage UEs is mainly due to the long propagation delays. Therefore, we may need to use a longer cyclic prefix (the extended CP of length 16.7 us) for such scenarios with long propagation distances.
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Figure 4-3 Frequency and Time Synchronization Performance (Partial-network Scenario)
Based on both the sets of simulation results, we make the following observation:
Observation 4d:  D2D synchronization algorithms are able to meet the frequency offset requirement of 300 Hz.
Observation 4e:  D2D synchronization algorithms are able to meet the time synchronization requirement of a few microseconds. However, use of extended CP may be needed for some deployments. 

5
Conclusion

In this contribution, we discussed aspects related to D2D communication, and made following observations/proposals: 
Proposal 2a: D2D synchronization should target few microsecond timing error, and few 100s Hz frequency synchronization error 

Observation 3a: two main link level challenges for D2D synchronization are energy efficiency and receiver complexity. 

Proposal 3b: repeated PSS transmission with low duty cycle is proposed as the link level signal
Observation 3c: non-coherent accumulation of the received signal over multiple periods for a more reliable time and frequency synchronization.

Observation 3d: with modified receiver algorithms one is effectively able to synchronize to lower periodicity synchronization signals.

Observation 4a: D2D synchronization is a multi-user problem and some mechanisms for dealing with timing ambiguity are needed. 
Proposal 4b: time orthogonalization of synchronization signals from different UEs to facilitate easier detection

Proposal 4c: a synchronization frame that facilitates D2D synchronization including support for conflict resolution across independent sources
Observation 4d:  D2D synchronization algorithms are able to meet the frequency offset requirement of 300 Hz.
Observation 4e:  D2D synchronization algorithms are able to meet the time synchronization requirement of a few microseconds. However, use of extended CP may be needed for some deployments. 
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