
3GPP TSG RAN WG1 Meeting #74

R1-133550

Barcelona, Spain, 19-23 August 2013
Agenda item:
7.2.9.1
Source: 
Motorola Mobility
Title: 
Evaluation Scenarios for eCoMP
Document for:
Discussion/Decision
1   Introduction
A new study item on enhanced Coordinated Multipoint (eCoMP) operation was approved in the last RAN plenary with the following objectives [1].

	The study item should fulfil the following objectives. 

· RAN1 evaluate coordinated scheduling and coordinated beamforming including semi-static point selection/muting as candidate techniques for CoMP involving multiple eNBs with non-ideal but typical backhaul and, if there is performance benefit, recommend for which CoMP technique(s) signalling for inter-eNB operation should be specified, considering potential impact on RAN3 work. 

· In the evaluations, consider the level of backhaul delay achievable with non-ideal backhaul.
· Evaluation should be on the CoMP operation between macro eNBs (CoMP scenario 2 except for the backhaul assumptions), between macro eNB and small cell eNB (small cell scenario #1 with non-ideal backhaul), and between small cell eNBs (small cell scenario #2a with non-ideal backhaul). 

· The study will take into account the outcome of the small cell enhancement study item and previous work on Rel-11 CoMP SI/WI.  


In this contribution, we provide a discussion of the evaluation scenarios, non-ideal backhaul modelling assumptions, and network synchronization aspects.
2   Evaluation scenarios

Based on the SI objectives, one of the CoMP scenarios from Rel-11 (TR 36.819), CoMP scenario 2, has been updated and two new CoMP scenarios have been added based on the SCE evaluation. To summarize, the four CoMP scenarios from Rel-11 are:

CoMP Scenarios 1 and 2: (Baseline: 3GPP Case 1, Optional: ITU UMi 200m ISD, intra-site and 9 cell coordination area, 41/44dBm for 10/20 MHz)

CoMP Scenarios 3 and 4: (ITU UMa for macro-eNBs and UMi for LPNs, different and same cell IDs) 

The candidate scenarios (with some new scenario numbers) for evaluation in the SI therefore are:

CoMP Scenario 2 (non-ideal backhaul)

CoMP Scenario 5 (small-cell scenario #1, non-ideal backhaul)

CoMP Scenario 6 (small-cell scenario #2a, non-ideal backhaul).

Some further discussion is below.

2.1 CoMP Scenario 5 (small-cell scenario #1)

The layout for this scenario is somewhat similar to that for CoMP Scenario 3 (2GHz: co-channel macro and LPN deployment). However, the key difference is in the manner small cells are dropped (first clusters with a certain radius are dropped and then small cells are dropped within each cluster). With respect to the coordination area, we can assume as a baseline the following.

Baseline coordination area (only intra-macro cell) where: (1) coordination includes macro cell and small cells dropped within the macro coverage area, (2) coordination area includes small cells dropped within the same macro cell and (3) no coordination between different macros or between a macro and a small cell dropped within a different macro.

Additionally, semi-static coordination between macro-cells can potentially benefit CS/CB even over non-ideal backhaul and can improve cell-edge user performance. This leads to the following additional scenario.
Semi-static macro-cell coordination (semi-static coordination between macro-cells) where: (1) coordination area includes macro cell and small cells dropped within the macro coverage area, (2) coordination area includes small cells dropped within the same macro cell, (3) no coordination between macro and a small cell dropped within a different macro or two small cells of different macros but, (4) there is semi-static coordination between different macro cells.

The semi-static coordination between different macros can be modelled as large delay (~200-400 ms which is of the order of one or two RRM measurement durations) for exchange of user-reported CSI between different macros over the backhaul (i.e., limited capacity / slow backhaul).

2.2 CoMP Scenario 6 (small-cell scenario #2a)

The baseline coordination area and semi-static coordination for CS/CB scenarios similar to that of CoMP scenario 5 can be adopted here as well. However, for this scenario, the coordination area (or CoMP set) does not include the macro cell.

2.3 Transmit antenna configuration and UE feedback

As for CoMP scenarios 1-4 in Rel-11, 2Tx at eNB can be adopted as the higher priority scenario. Some other considerations are as below:

1. PUSCH 3-1 with triggers once every 5 ms during the active duration

2. Up to 2 CSI processes and the corresponding IMR configurations (companies to specify the composition of the CSI-RS reference resource and IMR configuration) 

2.4 Small cell dormancy

Small cell dormancy is still under discussion in the SCE SI. Details of whether and how it may be deployed are TBD. Small cell dormancy as a feature will also bring about some system modelling wrinkles such as restrictions on CoMP measurement set configuration (due to a subset of the hearable cells being dormant), cell activation delay, etc. and will likely take a significant amount of RAN1 discussion time to achieve convergence of views on. So, as a baseline, all cells can be assumed to be active (i.e., no small cell dormancy modelled in simulations). 

3 Feedback exchange delay and non-ideal backhaul 

Feedback delay (
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) can be defined as the delay from the time when a UE receives a subframe containing the CSI-RS reference resource to the latest time when a coordinating non-serving node receives that (RI/PMI/CQI) feedback. As an equation, this can be written as
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where 
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is the feedback delay on the UE to serving node (SN) link and 
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is the forwarding delay corresponding to the transmission of the UE feedback from the serving node to a coordinating node over the backhaul. 

Typically, 
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is set to 6ms in CoMP evaluations. 

Assuming two-way backhaul links exist for both Fiber and xDSL implementations between a macro cell and small cells dropped within the same macro, 
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 represents the one way delay between a macro and a small cell over the backhaul. The typical values based on operator input are captured in [2, Table 6.1.1]. 
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set to 2.5 us (Fiber Access 4) represents the ideal backhaul case (up to 10 Gbps capacity). However, for non-ideal backhauls, 
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varies from 2ms (Fiber Access 3) to 60ms (DSL). The costs associated with different backhaul types can be radically different and this necessitates a careful study of the minimum backhaul requirements to obtain a certain target level of CoMP gain. So, a range of values for 
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must be considered to accurately assess the impact of backhaul delay on CoMP performance.

For small cells within the same cluster, ideal (baseline) or non-ideal backhaul can be assumed. However, for two small cells within different clusters, either a non-ideal backhaul (baseline) or no backhaul can be assumed.

For semi-static coordination between non-co-sited macro cells, the baseline case has no backhaul. This forms the benchmark for evaluating the performance of CS/CB based on a slower rate inter-eNB message exchange (e.g., over X2).

Table 1 below summarizes the backhaul delay 
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for the different link types.

	Link Type
	Baseline assumption on backhaul (used to establish baseline CoMP performance)
	Non-ideal backhaul (used to assess the impact of backhaul latency on CoMP gain in eCoMP SI)

	Macro to macro 
	No backhaul (or infinite delay) for baseline
	30-200 ms [exact values TBD] (for semi-static CSI exchange for CS/CB)

	(1) Macro to small cell

(2) Macro to RRH (CoMP scenario 2) within coordination area
	2.5us (ideal)
	{2, 10, 50} ms

	Small cell 1 to small cell 2 (same cluster)
	2.5us (ideal)
	{2, 10, 50} ms

	Small cell 1 (cluster 1) and small cell 2 (cluster 2) within the same macro
	2.5us (ideal) or {2, 10, 50} ms latency (non ideal)
	{2, 10, 50} ms latency or no backhaul

	(1) Small cell to different macro

(2) Small cell of one macro to small cell of a different macro
	No backhaul (or infinite delay)
	No backhaul (or infinite delay)


Table 1. 
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for different link types
Proposal 1: The performance for CoMP with non-ideal backhaul should be compared with both (1) the baseline case (CoMP with ideal backhaul) and (2) single-cell SU/MU-MIMO (i.e., no CoMP).

3.1 Packet arrival and forwarding to small cells

The backhaul capacity depends on the implementation type and data rates vary from 10Mbps (xDSL) to 10Gbps (Fiber). The backhaul capacity can be a bottleneck for JP CoMP schemes in highly loaded network conditions. Table 2 captures the range of values that can be used for modelling the capacity limitations of non-ideal backhauls. Macro-RRH backhauls typically use Fiber or microwave links with similar upper and lower ends of the range as the macro to small cell backhauls. eCoMP evaluations should take into account the impact of backhaul capacity bottleneck on the feasibility of CoMP schemes.

	Link Type
	Baseline 
	Non-ideal backhaul

	(1) Macro to small cell

(2) Small cell to small cell

(3) Macro to RRH (CoMP scenario 2) within coordination area
	10Gbps (Ideal backhaul)
	{10, 100, 1000} Mbps


Table 2. Backhaul link capacity
For non-full buffer traffic, for user throughput (UPT) measurements, the transmission time calculated must include the wait time of the head-of-line (HOL) packet in the queue. 

Proposal 2: The performance for CoMP with non-ideal backhaul should take into account the impact of backhaul capacity bottleneck on CoMP schemes.
4 Network synchronization

Synchronization between coordinating nodes (macro-RRH; and macro and small cell) is necessary for CoMP operation. Synchronization is also necessary for semi-static coordination (CS/CB) between macro nodes for the configuration of suitable CSI reference resources and IMR and also to ensure measurements stability. As a baseline, ideal synchronization can be used. However, for small cells, different synchronization methods yield different accuracies with respect to network synchronization and the impact of synchronization error through practical methods on CoMP gains must be evaluated.

GPS, IEEE 1588 v2 and Network listening are listed in [3] among the different options available for synchronizing TDD small cells with macro eNBs. GPS enables tight synchronization with an error of the order of 100 ns. Network listening (based on macro cell broadcast reference signals such as PSS/SSS, CRS, CSI-RS) can yield an accuracy of half a CP for most of evaluation scenarios (~3us with normal CP, although the accuracy depends on the distance between the donor eNB and the listening small cell and signal geometry). Synchronization error larger than the CP length will likely provide no CoMP gains and therefore can be excluded from evaluations. On the other hand, 3us has been adopted as a requirement for TDD synchronization (between macro nodes). Table 3 summarizes the synchronization error modelling assumptions.

	Node Type
	Baseline
	Practical synchronization

	Macro relative to GPS
	0ns
	100ns

	(1) small cell relative to macro

(2) RRH (CoMP scenario 2) relative to macro
	0ns
	3us


Table 3. Synchronization error relative to the stated reference
 For the practical synchronization case, the synchronization error can be modelled by setting the frame timing of the node of interest to 
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 with respect to the reference where 
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is a uniformly distributed random variable in the range 
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is 100ns when the reference is GPS and 3us when the reference is a macro.

Proposal 3: CoMP performance evaluations should take into account synchronization error between coordinating TPs.

5 Conclusions
In this contribution, a detailed discussion was provided on the CoMP evaluation scenarios, modelling assumptions for non-ideal backhaul and network synchronization aspects. It is proposed that RAN1 take these considerations into account towards an agreement on the evaluation assumptions so that performance studies can be conducted. 

We propose:

Proposal 1: The performance for CoMP with non-ideal backhaul should be compared with both (1) the baseline case (CoMP with ideal backhaul) and (2) single-cell SU/MU-MIMO (i.e., no CoMP).

Proposal 2: The performance for CoMP with non-ideal backhaul should take into account the impact of backhaul capacity bottleneck on CoMP schemes.
Proposal 3: CoMP performance study should take into account synchronization error between coordinating TPs.
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