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1. Introduction

In RAN1 #73 meeting, the subframe sets dependent interference mitigation framework for eIMTA was agreed. Furthermore, UL open-loop power control (UL OL PC) was agreed to be supported within this framework.
· In UL, at least two subframe sets can be configured, and for each subframe set,
· support separate open-loop power control parameters (P0 and alpha)
· FFS the application of these parameters to different channels e.g, PUSCH, SRS, PUCCH
· FFS separate TPC command and accumulation is supported,  companies are encouraged to bring evaluation results regarding this proposal
· FFS if additional (more than two) subframe sets are needed
· In DL, at least two subframe sets can be configured to allow separate CSI measurement/report for either two types of  subframes, and/or two types of interference seen by a subframe
· FFS if additional (more than two) subframe sets are needed

· FFS if applicability of this in different CSI reporting modes and/or transmission modes
· FFS further details of the required specification support
Although UL OL PC can improve the average packet throughput (PTP), its performance limitation should be carefully considered. Since the eNB-to-eNB interference in dynamic TDD system is very strong, UL OL PC may NOT be sufficient for the UL flexible subframes that suffer from strong interference.
In this contribution, we show the performance limitation of UL OL PC and some additional interference mitigation schemes are evaluated, including cell clustering based interference mitigation (CCIM) and subframe sets dependent frequency domain ICIC (SSD-ICIC). Considering the balance between performance gain and specification impact, SSD-ICIC should be further supported for eIMTA interference mitigation.
2. Performance Limitation of UL OL PC
From the previous investigations of dynamic TDD traffic adaptation, it has already been observed that the UL data transmission may be severely interfered by the DL transmission of the neighboring cells, due to the dense deployment of cells, location of the UE far from the serving eNB, different radio propagation conditions of eNB-to-eNB and UE-to-eNB links, high traffic load, different transmission power in DL and UL (where UL transmission power is assumed to be regulated by the UL PC.). As a consequence, the received SINR in UL could be very bad which leads to poor throughput performance and high packet drop rate. One way to combat the eNB-to-eNB interference is to increase the transmission power of the UE, e.g., by using  UL OL PC in the hope of compensating the SINR loss caused by the eNB-to-eNB interference.
The subframe sets dependent UL OL PC adapts a semi-static adjustment of the UE transmission power in all flexible subframes, e.g., the UE transmission power in flexible subframes is increased by a predefined value. It should be noticed that the total transmission power of a UE shall not exceed the maximum transmission power, e.g., 23dBm.The UL OL PC is expected to improve the SINR of the received signal. To investigate the effectiveness of the SINR improvement, we plot the CDF of the UL SINR in Figure 1. Therein, we investigate three cases, i.e.:
· Case 1: fixed TDD (Fixed TDD) wherein the UL transmission will not be interfered by the DL transmission of the neighboring cells;

· Case 2: dynamic TDD without any interference mitigation scheme (Dynamic TDD no IM) wherein the UL transmission will possibly receive strong interference from the DL transmission of neighboring cells;

· Case 3: dynamic TDD with UL OL PC (Dynamic TDD OLPC) wherein a UL transmission power boost of 10dB is applied in the hope of combatting the interference from the DL transmission of neighboring cells.

To clearly demonstrate the negative impact of eNB-to-eNB interference, we perform the evaluation with high traffic load, i.e., DL traffic arriving rate is 2 packets/sec.
[image: image1.png]CDF

UL SINR CDF

08

—— Dynarmic TOD o IM
= Dynamic TOD OLPC
—— Fixed TOD

08

07

06

05

03

i i L i
-50 -40 -30 -20 -10 0 10 20 30
UL SINR measured in flexible subframes [dB]




Figure 1. UL SINR CDF
From the evaluation results we see that in case of dynamic TDD, the UL SINR could be degraded by as much as tens of dB, which demonstrates the necessity of interference mitigation solutions. With UL OL PC, the SINR is evidently improved. However, we observe that the improvement in the worst case is not sufficient in the sense that it cannot fully compensate the SINR loss caused by the interference from the DL transmission of the neighboring cells. In another word, even with UL OL PC, a certain number of UEs cannot have reliable link quality for their UL transmission in the flexible subframes.  On the other hand, we can clearly see that UL OL PC can improve the SINR in noise-limited scenarios, e.g., by observing the SINR improvement in the high SINR region. This region corresponds to the situations where the UE UL transmission receives very limited inter-cell interference. And therefore the transmission power boost will be largely reflected in the improvement of the UL received SINR.
The original motivation of introducing interference mitigation is to help the UEs which truly suffer strong interference from the DL transmission of neighboring cells. 
By observing the UL SINR distribution and considering the variety of the deployment situation of the cells, we may roughly make the following classification of the cells:

· Quasi-isolated cells wherein the received power of the DL signal from any other cell is smaller than a tolerable threshold;

· Densely-deployed cells wherein the received power of the DL signal from at least on neighboring cell is larger than a tolerable threshold. 

We use Figure 2 to illustrate the classification wherein cell 6 is quasi-isolated and cell 1, 2, 3, 4, 5 are all densely-deployed cells as every one of them locates very close to another cell.
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Figure 2 Illustration of quasi-isolated cells (cell 6) and densely-deployed cells (cell 1, 2, 3, 4, 5)

It is obvious that UEs in quasi-isolated cells directly benefit from the power boost enabled by UL OL PC. However the effectiveness of the performance improvement to the UEs in densely-deployed cells is questionable. On one hand, it can be observed from Figure 1 that the power boost cannot fully compensate for the UL SINR loss caused by the DL transmission of the neighboring cells. With the great variety of the deployment of different types of cells in HetNet, it is also very difficult to know how much power boost is sufficient for combatting the interference caused by the neighboring cells. On the other hand, increasing the transmit power in all densely-deployed cells independently is in general not a good solution. This is because in an interference–limited scenario, increasing the transmission power in one cell means increasing the interference to the other cells and thus the improvement of the SINR shall be quite limited. In multi-cell scenario, power control is proved to be effective only if multiple cells can jointly decide the power control parameters.
There are other forms of power control, e.g., 

· Closed-loop power control which dynamically adjust the UL power control by observing the strength of the interference.

· Downlink power control which reduces the DL transmission power for the sake of reducing the interference to the neighboring cell.
Several issues need to be considered along with the power control approaches. The parameters associated with power control shall be well designed. However, the flexibility of cell deployment in HetNet makes it difficult to figure out simple but effective parameter sets for power control. Uncoordinated transmit power changes in different cells may make the interference situation more irregular and may even lead the multi-cell system to be instable. 
To conclude, we admit the necessity of introducing enhanced power control into dynamic TDD as different subframe types, e.g., fixed subframes and flexible subframes and different cells, i.e., quasi-isolated cells and densely-deployed cells may face totally different interference situations. And power control can also be implemented in a simple way without too many requests of standardization changes. However, we believe that power control, especially UL OL PC per se is not sufficient to solve the interference problems. Additional interference mitigation schemes must be provided to handle the strong eNB-to-eNB interference.
Observation 1: Since the eNB-to-eNB interference is very strong, UL OL PC may NOT be sufficient for the UL flexible subframes that suffer from interference.
· The performance gain of UL OL PC mainly comes from the increased UL transmission power of UEs in quasi-isolated cells in flexible subframes.
· UL OL PC cannot fully compensate the SINR loss of those UEs who suffer from strong eNB-to-eNB interference.
Proposal 1: Additional interference mitigation schemes should be supported to handle the strong eNB-to-eNB interference.
3. Subframe Sets Dependent Frequency Domain ICIC
Frequency domain ICIC has been supported in LTE since Rel-8. It can be simply extended to dynamic TDD system, within the subframe sets dependent interference mitigation framework agreed in RAN1 #73 meeting. For one simple example shown in Figure 3, orthogonal frequency resource allocation is applied to isolate the DL and UL in flexible subframes, while in fixed subframes no additional interference mitigation scheme will be used. Using this scheme, the strong eNB-to-eNB interference in flexible subframes can be avoided, at the cost of degraded spectrum efficiency to some extent. To avoid unnecessary resource wasting, even in the flexible subframes, the orthogonal frequency resource allocation is triggered only when necessary, i.e., only when a UL transmission will be strongly affected by the DL transmission of neighboring cell or when a DL transmission will potentially cause big problem to the UL transmission in the neighboring cell. And this kind of adaptive resource allocation is enabled via information exchange between neighboring eNBs. We will refer this method as SSD-ICIC, i.e., subframe set dependent ICIC in the subsequent parts of the document.
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Figure 3. Subframe sets dependent frequency domain ICIC
The effectiveness of interference mitigation via orthogonal frequency allocation can be illustrated by the SINR distribution shown in Figure 4 where we show the SINR distribution if we combine UL OL PC with orthogonal frequency resource allocation. In this case, the negative effect of neighboring cell DL transmission is totally removed and the power boosts in flexible subframes are more directly translated into the UL SINR improvement. However, we shall bear in mind that some resources have to be sacrificed in order to implement the orthogonal frequency resource allocation. So to verify the effectiveness of this interference mitigation scheme, we still need to check the packet throughput performance. Evaluation results and discussions can be found in the next section. 
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Figure 4. UL SINR CDF
The specification impact of subframe sets dependent frequency domain ICIC is little. In addition to the determination of flexible subframes, which is a common requirement for subframe sets dependent interference mitigation schemes, some straightforward extension of existing IOI and HII may be necessary to allow ICI notification and coordinated resource allocation for flexible subframes. More detailed discussion can be found in our companion contribution [3].
Observation 2: Subframe sets dependent frequency domain ICIC (SSD-ICIC) can effectively avoid the strong eNB-to-eNB interference and therefore improve the UL SINR.
· Interference mitigation is achieved by orthogonal resource allocation among densely deployed cells.
· Moderate standardization changes should be introduced to support SSD-ICIC.
4. Cell Clustering based Interference Mitigation
Another candidate interference mitigation scheme is based on the concept of cell clustering. In this scheme: multiple cells can be grouped together; cells within the same cluster apply the same UL/DL configuration and each cluster may independently choose its UL/DL configurations. The eNB-to-eNB  path-loss can be used as the clustering criterion. Neighboring eNBs which have a path-loss less than a given threshold will be grouped to form a cluster. By applying the cell clustering based interference mitigation, it is guaranteed that neighboring cells always have the transmission in the same direction within a same subframe. And as a consequence, there is supposed to be no eNB-to-eNB interference to the UL transmission. It can be understood that this scheme is not just an interference mitigation scheme,  but a multi-cell joint traffic adaptation optimization scheme.

In order to support the cell clustering based traffic adaptation and interference mitigation, some backhaul information exchange should be supported. In order to make the correct choice of the UL/DL reconfiguration for all cells, the UL/DL traffic information has to be collected first. To still achieve the traffic adaptation gain, the exchange of UL/DL traffic information should take place relatively frequently. In addtion, to guarantee that all cells within the same cluster do choose the same UL/DL configuration at the end, there should be explicit signalling of the decision of the UL/DL configuration chosen to optimize the system performance. Again, to guarantee the promised performance, the information exchange on the common UL/DL configuration should also take place very frequenctly. There are other standardization impact of cell clustering based scheme. To support the clustering of cells, we need to explicitly measure the eNB-to-eNB path-loss. Managing the cell clusters also need some efforts, especially considering the future requirement on switch on/off of small cells.
Observation 3: Cell clustering based traffic adaptation and interference mitigation scheme is another candidate solution.
· Interference mitigation is achieved by forcing the alignment of the UL/DL configurations among densely-deployed cells.

· Standardization impact is relatively high in order to fully exploit the benefit of traffic adaptation and interference mitigation.
5. Evaluation Results

Four TDD transmission schemes are considered in system level simulations:
· Fixed TDD UL/DL configuration scheme with reference UL/DL configuration 1 (Fixed TDD);
· Dynamic TDD traffic adaptation scheme without interference mitigation (Dynamic TDD w/o IM);
· Dynamic TDD traffic adaptation scheme with UL OL PC (Dynamic TDD w OLPC);
· Dynamic TDD traffic adaptation scheme with subframe sets dependent frequency domain ICIC (SSD-ICIC) on top of UL OL PC (Dynamic TDD w SSD-ICIC + OLPC).
· Dynamic TDD traffic adaptation scheme with cell clustering based interference mitigation (CCIM) on top of UL OL PC (Dynamic TDD w CCIM + OLPC), wherein the CCIM scheme compromises the following major features

· forming the clusters by grouping the cells which locate close to each other, judged by the eNB-to-eNB path- loss smaller than a predefined threshold, e.g., 80dB in our evaluation;
· when applying the TDD UL/DL reconfiguration, all cells within the same cluster use the same UL/DL configuration, which is determined by jointly consider the traffic load of all cells;
· assuming ideal information exchange over the backhaul, i.e., complete sharing of the traffic status of all cells in the cluster, accurate notification of the final decision on the common UL/DL configuration for all cells within the same cluster. Also, no backhaul latency is modeled.
The performance of the above considered schemes is summarized as follows. 

Figure 5 shows the DL and UL mean packet throughput gain achieved by dynamic TDD schemes (with or without interference mitigation) over the fixed TDD scheme.
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Figure 5 Comparison of packet throughput performanc gain achieved by different dynamic TDD schemes over the fixed TDD scheme
Figure 6 shows the packet drop rate when the above mentioned TDD transmission schemes are applied. Packet dropping is necessary if a packet has been stayed in the transmission buffer for too long. Dropping such packet will avoid too long delays of the succeeding packets in the same buffer. In our evaluation, a packet will be dropped if it has stayed in the buffer for longer than 8ms. Dropped packet will be assumed to be handled by higher layer retransmission.
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Figure 6 Comparison of packet drop rate of different TDD transmission schemes
From the above evaluation results we can see that both SSD-ICIC and CCIM schemes provide additional protection of the UL transmission from the interference caused by DL transmission of neighboring cell. This is evidenced by the UL mean packet throughput gain and the packet drop rate, especially when data traffic load is high. With respect to the packet drop rate, if we set a benchmark performance to be the DL packet drop rate achieved by fixed TDD scheme (e.g., 0.04 when λ_DL = 2), then we can see that the UL packet drop performance of dynamic TDD with pure OLPC (i.e., 0.1 when λ_DL = 2) cannot meet this performance requirement, whereas additive SSD-ICIC and CCIM mechanisms can satisfy such requirement. The CCIM scheme in general delivers the best performance. However, we should also bear in mind that the SSD-ICIC scheme can be implemented with moderate specification change requests, compared to the CCIM scheme. In our implementation, the SSD-ICIC scheme relies on the exchange of the following information over the backhaul: UL/DL configuration, report of HII and IOI on flexible subframes in a wideband sense; the CCIM scheme relies on the exchange of the following information over the backhaul: collection of actual UL/DL buffer status, dissemination of the final decision of UL/DL configuration, perfect establishment and maintenance of cell clusters. Relaxation of the above assumptions on backhaul support and other standardization support may lead to performance degradation. To summarize, based on the fact that the SSD-ICIC can provide additional performance gain over OLPC and that the specification change requirement is moderate, we support the SSD-ICIC as an appropriate solution to interference mitigation in dynamic TDD traffic adaptation.
Observation 4: Both subframe sets dependent frequency domain ICIC and CCIM can effectively avoid the strong eNB-to-eNB interference.
Proposal 2: Considering the tradeoff between performance and specification impact, subframe sets dependent frequency domain ICIC should be supported for eIMTA interference mitigation.
6. Summary
In this contribution, we showed the performance limitation of UL OL PC and evaluated some additional interference mitigation schemes, including CCIM and subframe sets dependent frequency domain ICIC. The observations and proposals are summarized as follows.
Observation 1: Since the eNB-to-eNB interference is very strong, UL OL PC may NOT be sufficient for the UL flexible subframes that suffer from interference.
· The PTP gain of UL OL PC mainly comes from the increased UL transmission power of UEs in quasi-isolated cells in flexible subframes.
· Those UEs that suffer from strong eNB-to-eNB interference are still not satisfied.
Observation 2: Subframe sets dependent frequency domain ICIC (SSD-ICIC) can effectively avoid the strong eNB-to-eNB interference and therefore improve the UL SINR.
· Interference mitigation is achieved by orthogonal resource allocation among densely deployed cells.

· Moderate standardization changes should be introduced to support SSD-ICIC.
Observation 3: Cell clustering based traffic adaptation and interference mitigation scheme is another candidate solution.

· Interference mitigation is achieved by forcing the alignment of the UL/DL configurations among densely-deployed cells.

· Standardization impact is relatively high in order to fully exploit the benefit of traffic adaptation and interference mitigation.
Observation 4: Both subframe sets dependent frequency domain ICIC and CCIM can effectively avoid the strong eNB-to-eNB interference.
Proposal 1: Additional interference mitigation schemes should be supported to handle the strong eNB-to-eNB interference.
Proposal 2: Considering the tradeoff between performance and specification impact, subframe sets dependent frequency domain ICIC should be supported for eIMTA interference mitigation.
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Appendix: Simulation Assumptions

In our performance evaluation of eIMTA, the cell average packet throughput (PTP) for the DL and UL are simulated for Scenario 3. In order to simplify the evaluation cases, only a subset of configurable parameters is considered, e.g., the 0.5 Mbytes file size, the fixed DL/UL ratio of 2:1, the two arrival rates, and the reconfiguration time scale of 10 ms. More simulation assumptions can be found in Table I.

Table I.  Simulation Assumptions

	System bandwidth
	10 MHz

	Carrier frequency
	2 GHz

	Macro deployment
	Typical 19-cell and 3-sectored hexagon system layout. Note that macro-cells are deployed but not activated

	Inter-site distance
	500 m

	Outdoor pico-cell deployment
	40 m radius, random deployment

	Number of pico-cells per sector
	4

	Minimum distance 

between outdoor pico-cells
	40 m

	Minimum distance between outdoor pico- and macro-cells
	75 m

	Number of UEs per pico-cell
	10 UEs uniformly dropped around each of the Pico cells within a radius of 40 m

	Minimum distance 

between UE and outdoor pico-cell
	10 m

	Outdoor pico-cell antenna pattern
	2D, omni-directional

	Outdoor pico-cell antenna gain
	5 dBi

	UE antenna gain
	0 dBi

	Outdoor pico-cell noise figure
	13 dB

	UE noise figure
	9 dB

	Max. transmission power for outdoor pico-cell 
	24 dBm

	UE power class
	23 dBm (200 mW)

	Shadowing standard deviation between outdoor pico-cells
	6 dB

	Shadowing standard deviation between outdoor pico-cell and UE
	3 dB for LOS and 4 dB for NLOS

	Shadowing correlation between UEs
	0

	Shadowing correlation between outdoor pico-cells
	0.5

	Path loss model

	Outdoor pico-cell to outdoor pico-cell
	LOS: if R<2/3 km, PL(R) = 98.4+20log10(R)

else, PL(R) = 101.9+40log10(R), R in km

NLOS: PL = 40log10(R)+169.36, R in km

Case 1: Prob(R) = 0.5-min(0.5,5exp(-0.156/R))+min(0.5, 5exp(-R/0.03))

	Outdoor pico-cell to UE
	PLLOS(R) = 103.8+20.9log10(R)    PLNLOS(R) = 145.4+37.5log10(R)  

For 2 GHz, R in km

Case 1: Prob(R) = 0.5-min(0.5,5exp(-0.156/R))+min(0.5, 5exp(-R/0.03))

	UE to UE
	If R <= 50 m, PL = 98.45+20*log10(R), R in m

If R > 50 m, PL = 55.78 +40*log10(R), R in m (Xia model)

	Penetration loss between pico-cell and UE
	20 dB

	Simulation methodology
	Integrated DL/UL simulator

	Time scale for reconfiguration
	10 ms

	Reference TDD configuration
	TDD UL-DL configuration 1

	Scheduler
	FIFO

	Pico-cell antenna configuration
	1 TX, 2 RXs

	UE antenna configuration
	1 TX, 2 RXs

	Adaptation method of UL-DL reconfiguration
	Reconfiguration based on the amount of DL and UL data currently in the buffer

	Set of TDD UL-DL configurations
	The seven TDD UL-DL configurations defined in Rel. 8 can be used for reconfigurations

	System-to-link mapping
	AVI

	Link adaptation
	MCS selection with 10% BLER

	DL CSI feedback
	Ideal

	UL sounding
	Ideal

	Channel estimation
	Ideal

	Outdoor pico-cell DL power control
	Not modeled

	UE UL power control
	Open-loop: alpha = 0.8, Po = -76 dBm

	Small scale fading channel
	Not modeled

	CP length
	Normal

	Special subframe configuration
	Special subframe configuration #8

	Packet drop
	8 s

	Receiver type
	MMSE

	UL modulation order
	All modulations {QPSK, 16QAM, 64QAM} can be used as the UL modulation order

	Traffic model
	FTP traffic model 1, independent traffic generation per cell. Same arrival rate for all cells, file size 0.5 Mbytes

	HARQ modeling
	Ideal HARQ timing, i.e., a retransmission can occur in the first available subframe after 8 ms. If the maximum number of HARQ transmissions (4) is reached for a TB, the TB is put back at the front of the data buffer.

	HARQ retransmission scheme
	CC

	Control channel and reference signal overhead
	DL:

• Overhead for CRS port 0

• Overhead for PDCCH: 2 OFDM symbols

UL:

• No SRS overhead

• Overhead for PUCCH: 2 PRBs

• Overhead for UL DM-RS: 2 symbols per subframe
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