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1 Introduction
In this contribution we present the evaluation results for the standalone NCT (S-NCT) as well as the BCT based on the agreed simulation assumptions in [1] and make a performance comparison between the S-NCT and the BCT. Further benefits of standalone NCT operation are discussed in [2].
2 Performance evaluations
In this contribution we provide the DL evaluation performance results comparing the S-NCT with the BCT in the small cell scenarios 1 and 2a as well as the macro-only scenario. In addition, a performance comparison is carried out where the BCT is considered to be configured without any MBSFN subframes or with 6 MBSFN subframes, where the latter scheme enjoys reduced CRS transmissions in 6 subframes as compared to the normal BCT operation, i.e. with no MBSFN subframe configuration. Moreover, in small cells scenarios, both 4 and 10 small cells (SCs) per cluster are considered to understand the impact of small cells densification on the system performance.
For the macro network planned cell IDs are assumed such that the CRS collision among the sectors in each macro site is avoided. On the other hand for the small cells, both random cell IDs and cell IDs corresponding to unshifted CRS within a cluster are assumed.  With random cell IDs, all small cells in the network are associated to randomly selected cell IDs and hence random CRS shifts with respect to each other while in the unshifted CRS within a cluster approach, the small cell IDs are assigned to guarantee the same CRS shift for small cells within a cluster and their corresponding sector. Once again the macro layer is always planned such that sectors in the same macro site operate with the shifted CRS as mentioned previously. The random cell IDs scheme would yield an interference scenario that is similar to a network that is operating in an unsynchronized manner. An unsynchronized deployment scenario is a valid and perhaps more realistic deployment scenario as the majority of deployed networks are not synchronized. Operating with the cell IDs corresponding to unshifted CRS within a cluster requires the pico nodes to be synchronized with macro nodes and with each other. It should be further noted that aligning the pico CRS shifts to that of the macro immediately reduces the available pico cell ID pool to one third of that can be used in the random cell ID approach. Such a restriction on cell ID can pose serious challenges for dense pico deployments. These two cases of small cell ID configurations are referred to hereon as Random CRS shift and Sector aligned CRS shift. 
The simulations for all the scenarios are performed with realistic channel estimation, CSI feedback and link adaptation. The effect of control channels is not directly taken into account in the simulations, i.e. neither EPDCCH nor PDCCH are explicitly modeled. When performing the evaluations, a resource overhead equivalent to 3 OFDM symbols is always assumed for both NCT and BCT to account for control channel overhead. Further details on the simulation parameters are provided in the Appendix.

The following sections present the performance comparison between the S-NCT and the BCT by illustrating the mean and cell-edge user throughput and the corresponding gains of deploying the S-NCT instead of BCT. The results are demonstrated for different cell planning techniques as discussed above as well as different network densities and traffic loads. As agreed in [1] the traffic loads that are used for user throughput (UTP) gain comparison between the S-NCT and BCT correspond to 20%, 40% and 60% resource utilization (RU) of the reference scheme across all cells in the most loaded layer. As the results in the Appendix confirm, the reference scheme in all cases is, as expected, the BCT without MBSFN subframes configured.
2.1 Small cell Scenario 1
The mean and cell-edge user throughput for Scenario 1 using RSRP based cell selection with CSO=6dB and 4 and 10 small cells per cluster are shown in Figure 1 and Figure 2 corresponding to the random CRS shift and sector aligned CRS shift cases respectively, where the performance of the S-NCT can be compared to the BCT configured with 6MBSFN subframes as well as to the BCT without MBSFN configuration. The results clearly demonstrate the superior performance of S-NCT in all cases.
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Figure 1 Mean (left) and cell-edge (right) user throughput versus served traffic for S-NCT and BCT (0/6MBSFN) for Scenario 1 with CSO=6dB, 4 and 10 small cells/cluster, random CRS shift in SC layer
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Figure 2 Mean (left) and cell-edge (right) user throughput versus served traffic for S-NCT and BCT (0/6MBSFN) for Scenario 1 with CSO=6dB, 4 and 10 small cells/cluster, Sector aligned CRS shift in SC layer
These results further illuminate the impact of small cell densification in a cluster and the importance of CRS interference mitigation. Cluster densification by means of more small cells has two effects in the network: higher system capacity and more CRS interference, if not properly mitigated, especially within a cluster. The impact of CRS interference is especially damaging if the CRS transmission collides with the data transmission which is the common case in unsynchronized networks.  In such scenarios with heightened  CRS interference, higher traffic load is needed to reap the benefits of deploying additional small cells within a cluster. The evaluations performed here confirm this expected behaviour and is illustrated by the mean throughput performance results shown in Figure 1. It is observed that with the random CRS shifts the S-NCT can benefit with more small cells even at low loads while the BCT with 6 MBSFN subframes starts to show some gain at moderate loads. In the case of BCT without MBSFN subframes, mean user throughput actually gets worse in the range of stable operating loads
. With its intrinsic design to reduce CRS interference, it can be observed in Figure 1 that the NCT benefits substantially more from the additional small cells than the BCT carriers. Using sector aligned CRS shifts as shown in Figure 2 reduces the CRS to data interference resulting in an overall improvement in the system performance.

Table 1 provides the gains in user throughput by the S-NCT over the BCT for different traffic loads and small cell IDs planning. Based on the evaluation results provided in this section we can extract the following observations:
· Observations

· There is a clear advantage for the S-NCT over the BCT for single-frequency heterogeneous deployment not only for networks with random and sector-aligned CRS shifts but also for sparse and dense small cell deployments and all ranges of traffic loads.

· For single-frequency heterogeneous deployment operating with random CRS shifts on the small cells layer, the S-NCT is found to provide around 25% and 50%  gains in the mean and 5th percentile user throughput respectively over the BCT with 6MBSFN subframes configured assuming the same 6dB CSO setting and the same number of small cells. These gains are increased when the S-NCT is compared with the BCT without MBSFN subframes and are around 100-130% and 280-350% for the mean and 5th percentile user throughput respectively.
· For a single-frequency heterogeneous deployment with sector aligned CRS shifts on the small cells layer, the S-NCT remains superior to the BCT. The gains are somewhat reduced as expected. The gains by the S-NCT over the BCT with 6 MBSFN subframes configured are in order of 20% and 40% for the mean and 5th percentile user throughput, respectively. These gains are increased to 60-90% and 225-240% for the mean and 5th percentile user throughput respectively when the S-NCT is compared to the BCT without any MBSFN subframes.

· For single-frequency heterogeneous deployment the user throughput gain by means of the S-NCT instead of the BCT increases as the traffic increases. The gains in mean user throughput are larger for denser small cells deployment. For the same level of user experience requirements, the S-NCT increases the system capacity.
Table 1 Gain in UTP by NCT over BCT (0/6MBSFN) for different traffic loads given by RU in the most loaded layer for 0MBSFN for Scenario 1, CSO=6dB
	
	#SCs/cluster
	4

	
	SC IDs
	Random CRS shift
	Sector aligned  CRS shift

	
	RU [%]
	20
	40
	60
	20
	40
	60

	0MBSFN
	Mean UTP
	100
	128
	NA

	63
	93
	NA

	
	Cell-edge UTP
	288
	352
	NA
	225
	242
	NA

	6MBSFN
	Mean UTP
	25
	27
	NA
	18
	21
	NA

	
	Cell-edge UTP
	50
	53
	NA
	41
	42
	NA


2.2 Small cell Scenario 2a
The mean and cell-edge user throughput for Scenario 2a using RSRQ based cell selection with CSO=0dB and 4 and 10 small cells per cluster are presented in Figure 3 and Figure 4 corresponding to random CRS shifts and sector aligned CRS shifts, respectively where the performance of the S-NCT once again is compared with the BCT configured with 6MBSFN subframes as well as the BCT without MBSFN subframe configuration. Basically the S-NCT is shown to outperform the BCT in all cases in this scenario as well.

Comparing Scenario 1 and Scenario 2a, where the former is a single-frequency and the latter is a double frequency heterogeneous deployment,  one can observe that a given RU at the most loaded layer of the BCT with 0 MBSFN subframes, which is used as the reference for comparison among various schemes, results in a higher served traffic in Scenario 1 than Scenario 2a. Otherwise, the user throughput results for Scenario 2a exhibit a similar trend in performance as in Scenario 1.
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Figure 3 Mean (left) and cell-edge (right) user throughput versus served traffic for S-NCT and BCT (0/6MBSFN) for Scenario 2a with CSO=0dB, 4 and 10 small cells/cluster, random CRS shift in SC layer
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Figure 4 Mean (left) and cell-edge (right) user throughput versus served traffic for S-NCT and BCT (0/6MBSFN) for Scenario 2a with CSO=0dB, 4 and 10 small cells/cluster, Sector aligned CRS shift in SC layer
Table 2 Gain in UTP by S-NCT over BCT (0/6MBSFN) for different traffic loads given by RU in the most loaded layer for 0MBSFN for Scenario 2a, CSO=0dB
	
	#SCs/cluster
	4
	10

	
	SC IDs
	Random CRS shifts
	Sector aligned CRS shift
	Random CRS shift
	Sector aligned CRS shift

	
	RU [%]
	20
	40
	60
	20
	40
	60
	20
	40
	60
	20
	40
	60

	0MBSFN
	Mean UTP  
	69
	61
	70
	49
	44
	42
	117
	113
	117
	49
	45
	45

	
	Cell-edge UTP
	124
	110
	174
	126
	131
	125
	167
	126
	165
	105
	107
	93

	6MBSFN
	Mean UTP  
	21
	17
	18
	17
	14
	11
	27
	28
	28
	15
	16
	16

	
	Cell-edge UTP
	20
	36
	38
	27
	23
	26
	29
	28
	33
	21
	32
	38


Table 2 provides the gains in user throughput obtained by the S-NCT over the BCT for different traffic loads, small cell ID planning methods and number of small cells per cluster. The evaluation results provided in this section yield the following observations:
· Observations

· There is a clear advantage for the S-NCT over the BCT for separated-frequency heterogeneous deployments not only for networks with random and sector-aligned CRS shifts but also for sparse and dense small cells deployment and all ranges of traffic loads.

· For separated-frequency heterogeneous deployments operating with random CRS shifts on the small cells layer, the S-NCT is found to provide around 20% and 20-35%  mean and 5th percentile user throughput gains respectively over the BCT with 6MBSFN subframes configured assuming the same 0dB CSO setting and 4 small cells per cluster. These gains are increased when the S-NCT is compared with the BCT without MBSFN subframes and are around 60-70% and 110-170% for the mean and 5th percentile user throughput, respectively.
· For a separated-frequency heterogeneous deployment with sector aligned CRS shifts on the small cells layer, the S-NCT remains superior to the BCT. The gains are somewhat reduced as expected. The gains of the S-NCT over the BCT with 6 MBSFN subframes configured are in the order of 14% and 25% for the mean and 5th percentile user throughput, respectively. These gains are increased to 45% and 125-130% for the mean and 5th percentile user throughput, respectively when the S-NCT is compared with the BCT without any MBSFN subframes.

· For separated-frequency heterogeneous deployments the gains in user throughput are generally larger for denser small cell deployments for both networks with random and sector-aligned CRS shifts. The evaluations for 10 small cells per cluster provided here show the S-NCT gains in mean user throughput over the BCT with 6 MBSFN subframes configured are around 16% and 28% which are increased to 46% and 115% when compared with the BCT without MBSFN subframes, for the sector aligned  and random CRS shifts at the small cells layers respectively.
· For the same level of user experience requirements, the S-NCT increases the system capacity.
2.3 Macro only

The evaluation results for the Macro-only scenario are shown in Figure 5 and summarized in Table 3. Based on these results we observe that:
· Observations

· There is a clear advantage for the S-NCT over the BCT for homogeneous deployment for all traffic loads. The S-NCT yields gains of about 25-30% in user throughput over the BCT configured with 6 MBSFN subframes. These gains are increased to 95-105% and 115-150% for the mean and 5th percentile user throughput respectively if the S-NCT is compared with the BCT without any MBSFN subframes configured. 
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Figure 5 Mean (left) and cell-edge (right) user throughput versus served traffic for S-NCT and BCT (0/6MBSFN) for Macro-only scenario, planned cell IDs
Table 3 Gain in UTP by S-NCT over BCT (0/6MBSFN) for different traffic loads given by RU for 0MBSFN for Macro-only scenario and shifted CRS/ESS
	
	RU [%]
	20
	40
	60

	0MBSFN
	Mean UTP
	95
	101
	105

	
	Cell-edge UTP
	117
	123
	151

	6MBSFN
	Mean UTP
	29
	30
	28

	
	Cell-edge UTP
	26
	26
	27


3 Conclusions

In this contribution we presented evaluation results for the S-NCT comparing it to the BCT with and without MBSFN configurations. The comparison is performed for various cases such as homogeneous and heterogeneous deployments, with single or separated frequencies, with sparse or dense small cells and different traffic loads. Moreover, for small cells sector aligned CRS shift within a cluster and random CRS shift are considered to resemble synchronized and unsynchronized networks, respectively .  It should, however, be noted that aligning the pico CRS shifts to that of the macro immediately reduces the available pico cell ID pool to one third of that which can be used in the random cell ID approach. Such restrictions on cell ID can pose serious challenges to dense pico deployments. We have observed in all cases  superior performance by the S-NCT as compared to the BCT due to its superior design in minimizing mandatory transmissions. Examples of achievable gains expected by the S-NCT instead of the BCT are as follows:
· In macro-only scenario, the S-NCT yields gains about 25-30% in user throughput over the BCT configured with 6 MBSFN subframes. These gains are increased on average to 95-105% and 115-150% for the mean and 5th percentile user throughput respectively if the S-NCT is compared with the BCT without any MBSFN subframes configured.
· In Scenario 1 with random CRS shift in small cells layer, the S-NCT is found to provide around 25% and 50% gains in the mean and 5th percentile user throughput, respectively over the BCT with 6MBSFN subframes. These gains are increased when the S-NCT is compared with the BCT without MBSFN subframes and are around 100-130% and 280-350% for the mean and 5th percentile user throughput, respectively.
· In Scenario 2a with random CRS shift in small cells, the S-NCT is found to provide around 20% and 20-35% mean and 5th percentile user throughput gains, respectively over the BCT with 6MBSFN subframes configured. These gains are increased when the S-NCT is compared with the BCT without MBSFN subframes and are around 60-70% and 110-170% for the mean and 5th percentile user throughput, respectively.
· In scenario 1 with sector-aligned CRS shift small cells, the S-NCT is found to provide around 20% and 40% mean and 5th percentile user throughput gains respectively over the BCT with 6 MBSFN subframes configured. These gains are increased when the S-NCT is compared to the BCT without any MBSFN subframes and are around 60-90% and 225-240% for the mean and 5th percentile user throughput respectively.
Based on the observations we make the following proposal:

Proposal: It is justified to standardize the new carrier type for standalone operation because of enhanced user experience and system capacity benefits.
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Appendix
Simulation parameters
Table 4 Simulation assumptions

	Parameters
	Value

	Scenario
	Macro-only scenario (of SCE Scenario 1), SCE Scenario 1, SCE Scenario 2a

	Deployment
	7 three-sectors macro sites with ISD=500m (21 sectors), 1 cluster per macro cell area, 4 or 10 small cells per cluster

	System
	Downlink FDD

	Bandwidth
	10 MHz available in all nodes

	Network synchronization
	Synchronized

	PCI planning
	Macro cell layer: Planned (shifted CRS among sectors in a macro site)
Small cell layer: Random CRS shift or unshifted CRS within a cluster

	Traffic model
	FTP Model 1as in TR 36.814, 0.5 Mbytes file size

	Carrier type
	S-NCT, BCT (Rel-11 with TM 10 and 0 or 6 MBSFN subframes)

	Cell selection
	1 dB uncertainty, RSRP based cell selection for SCE Scenario 1 and RSRQ based cell selection for SCE Scenario 2a (modelling accounts for angle spread and port-to-antenna mapping) 

	Transmission schemes
	Spatial multiplexing, 2 layers, QPSK/16QAM/64QAM

	Scheduling
	Proportional fair

	CSI reporting
	5ms between two consecutive reports, 6ms delay

	Channel estimation
	Realistic MMSE-IRC

	Link adaptation
	Realistic

	MBSFN configuration
	0 or 6 MBSFN subframes out of 10


Macro-only scenario additional results
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Figure 6 Resource utilization versus served traffic for S-NCT and BCT (0/6MBSFN) for Macro-only scenario, planned cell IDs 
Scenario 1 additional results
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Figure 7 Resource utilization at Macro layer (left) and Small cells layer (right) versus served traffic for S-NCT and BCT (0/6MBSFN) for Scenario 1 with CSO=6dB, 4 and 10 small cells/cluster, random CRS shift in SC layer
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Figure 8 Resource utilization at Macro layer (left) and Small cells layer (right) versus served traffic for S-NCT and BCT (0/6MBSFN) for Scenario 1 with CSO=6dB, 4 and 10 small cells/cluster, Sector aligned CRS shift in SC layer
Scenario 2a additional results
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Figure 9 Resource utilization at Macro layer (left) and Small cells layer (right) versus served traffic for S-NCT and BCT (0/6MBSFN) for Scenario 2a with CSO=0dB, 4 and 10 small cells/cluster, random CRS shift in SC layer
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Figure 10 Resource utilization at Macro layer (left) and Small cells layer (right) versus served traffic for S-NCT and BCT (0/6MBSFN) for Scenario 2a with CSO=0dB, 4 and 10 small cells/cluster, Sector aligned CRs shift in SC layer
� The output of the system level simulations is considered unstable if the served traffic is found to be less that 95% of offered traffic.  


� “NA” implies that the system was unstable for at least one of the schemes being compared.






