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1. Introduction

At the last RAN1 meeting in Fukuoka, Japan it was concluded to continue the evaluation of eNodeB dormancy. Furthermore, it was agreed to harmonize the simulation assumptions for eNodeB dormancy and a new carrier type (NCT), which is being studied as part of a separate agenda item. This was accomplished via email discussion as captured in [1]. In this contribution, we present and discuss initial simulation results obtained in accordance with the agreed evaluation assumptions for eNodeB dormancy. Similar results for the new carrier type can be found in our companion contribution [2].
2. Discussion of Simulation Results
Initial simulation results are presented for a network comprising of 21 cells. The offered load is identical across all simulated scenarios. A single cluster of 10 small cells is deployed per macro geographical area to provide capacity in so-called hotzones. Carrier-selection is based on realistic RSRQ measurements, i.e., UEs are only connected to one cell at any given time. FTP model 1 is assumed for the modeling of UEs. A UE connects to the best cell upon arrival of a packet and a UE can receive at most one packet such that the arrivals are independent. User arrival is modeled per macro geographical area and all users arrive with identical file sizes such that the perceived user throughput is in reciprocal proportion to the number of transmission time intervals required to download the packet. Only packets that are fully downloaded are accounted for and a packet may be retransmitted up to three times before it is dropped. In this case, the perceived user throughput is recorded as zero. 

CRS interference is modeled as agreed in [4]. For the macro cells, a planned network layout is assumed with fixed physical cell IDs. Small cells have random physical cell IDs. Transmission mode 10 is assumed with overhead as agreed in [3] for the general evaluation assumptions for link-level simulations. For simplicity, the control overhead is chosen to be identical for all cells irrespective of the load in a cell.
All simulation assumptions are in conformance with [1], [3], [4] and the baseline assumption is followed wherever applicable. A brief summary is provided in the appendix of this contribution, however, for the details we refer to the aforementioned references.
Table I summarizes the results when no load balancing is employed, i.e., no cell-specific or frequency-specific Qoffsets are configured. Around 25% of the users connect to the macro layer whereas the remaining users connect to one of the ten small cells on the small cell layer. Accordingly, the resource utilization on the respective layers is extremely unbalanced and especially the macro eNodeBs operate at extremely high loads. 

Table I: Simulation Results without load balancing between layers

	No CRE bias
	0% MBSFN
	60% MBSFN

	
	macro
	LPN
	macro 
	LPN

	association ratio
	25.54%
	74.46%
	25.21%
	74.79%

	resource utilization
	70.31%
	17.25%
	69.97%
	16.42%


The extremely low resource utilization on the small cell layer offers potential for energy savings since the small cell radio could be powered down during prolonged phases of inactivity. This would also lower CRS interference on the respective layer. However, eNodeB dormancy does not offer any gains from overhead reduction as is the case with a new carrier type. When the small cell is turned on, it basically provides a backward compatible cell with the exact same CRS overhead. 
While eNodeB dormancy does not offer the same benefits as a new carrier type, it suffers mostly from the same drawbacks. For instance, Rel. 11 UEs expect CRS to be present on the first symbol of any subframe. Consequently, it is not clear what the impact on legacy UEs would be if cells are being turned off before prior offloading of all UEs to another cell. It is thus recommended to first thoroughly study the performance gain of eNodeB dormancy as well as the energy savings that could be obtained by such a scheme. This, however, would require agreeing on an appropriate model for energy consumption of a small cell eNodeB first. Traditionally, RAN1 has not taken such metrics into account in its evaluations. When the performance gains and energy savings potentials are well understood, the backward compatibility and specification impact should be analyzed as has been done for the NCT. Only then can a comprehensive decision be made on whether eNodeB dormancy should be standardized for Rel. 12.
3. Conclusion

In this contribution, we presented some initial simulation results as well as our general view on the need for eNodeB dormancy in Rel. 12. Before agreeing to standardize eNodeB dormancy, performance, specification impact, and backward compatibility should be thoroughly studied. This is particularly required because eNodeB dormancy cannot offer the same degree of overhead reduction as a new carrier type, for instance. Also, due to the lack of a model, potential energy savings cannot yet be quantified in RAN1. It is thus proposed to continue studying any performance gains eNodeB dormancy might offer in terms of throughput or energy consumption, and to further investigate the standardization impact and backward compatibility of eNodeB dormancy. 
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Appendix
	Scenario
	2a with baseline assumptions as in [3]

	Cluster configuration
	1 cluster of 10 small cells per macro sector

	Small cell transmit power
	30dB

	Scheduler
	Proportional fair scheduler
One packet is scheduled only from one network node

PDSCH is scheduled in MBSFN subframes 

	Traffic model
	FTP model 1

	CRS interference
	CRS interference follows Alt2 in [4]

	CRS overhead
	2 CRS ports 

Cell IDs as in [4]

	Transmission mode
	TM10

2-port NZP CSI-RS with 5ms period

One CSI-IM configured as ZP CSI-RS with 5ms period

1 or 2 DMRS ports; Port 7&8


