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1 Introduction
In this contribution we review the UE reallocation option for load adjustment in application to small cell on/off technique. The inter small-cell UE reallocation design can be considered as a complementary option to further improve the performance of the small cell on/off techniques. Qualitative comparison with previously proposed SC on/off algorithms is presented. 
2 SC-on/off solutions review
Two SC-on/off strategies are currently being studied [1, 2] by RAN1 WG under the Small Cell Enhancements SI. The first strategy is switching off the SC-eNBs that have no UEs associated with them. The main advantage of this scheme is that eNB turning on or off does not affect the UE operation and therefore no changes to specs of the eNB to UE interface are required to support this scheme. This also results in no negative impact onto the throughput in the deployment, but the average link quality may be improved due to reduction of interference as the result of less eNBs activity.

The main drawback of this approach is its limited ability to deliver benefit to the deployment, since waiting until the eNB completely gets rid of its UEs may take substantial time. Even when the eNB does not have any data to transmit, it still produces the interference by transmitting the CRS signals. However, even a single UE associated to that UE prevents the eNB from turning off.
The second strategy is to switch off the SC-eNB every time it is not transmitting. In theory this approach is far more efficient than the first one, however, in order to achieve the maximum efficiency it requires the eNB to be able to transition between on and off states as quickly as possible. In practice, the realistic values of the transition times may prevent the eNB from turning off even when a single UE with very light (but delay-sensitive) traffic such as VoIP is connected to it. Besides, this approach is incompatible with legacy UEs.
A load adjustment technique can be considered to mitigate the drawbacks and improve the two aforementioned approaches by intelligently freeing up some eNBs in the deployment as appropriate. For example, if three eNBs each delivering VoIP traffic to only one UE associated with it, it may be beneficial under certain conditions to move these UEs to single eNB and turn off the other two eNBs.
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Figure 1. UE association with several SC-eNBs before and after the reallocation.

3 UE reallocation advantages
The main advantage of the UE reallocation is increased number of the eNBs in the off state, which leads to more saved power on the network side and less interference from SC-eNBs. The proposed design can be used in conjunction with the above two schemes. As shown in Figure 1, the UE reallocation is more flexible than the approach of only switching off eNBs with no associated UEs.  In comparison with the approach of switching off not-transmitting eNBs, the UE reallocation may provide benefit for some traffic patterns (e.g. having low rate, but delay sensitive like VoIP).
When used in conjunction with other SC-on/off schemes, as shown in Figure 1, more eNBs being freed up result in less sources of interference, which are therefore easier to cancel at UE receivers. Besides, concentrating transmissions at less eNBs makes the interference environment more stable and the interference measurements more reliable. In other words, the actual interference environment is more likely to correspond to the UE reports made based on the measurements.

With the UE reallocation eNBs may stay in the sleeping modes for prolonged times, which makes it possible to use deeper sleeping modes with less power consumption (which typically requires more time from an eNB to transition between the sleeping and waken-up states).

In should be noted, however, that freeing up an eNB by relocating UEs from it to another eNB will reduce the interference but may degrade the reallocated UE’s throughput due to re-assigning them to less optimal eNB. This degradation may be compensated to certain extent by allocation more resources for that UEs in the neighbouring small cells. As will be shown in the following section for the power consumption analysis, starting from certain amount of freed-up eNBs, the network power consumption starts growing again. Therefore there exists optimal amount of eNBs in the sleeping mode that results in optimal power saving and throughput performance. This value depends on the network load, traffic patterns and similar factors. Based on the above discussions, we propose: 

Proposals #1:
· When used in conjunction with other SC-on/off schemes, UE reallocation technique can further improve the performance of SC-on/off approaches.

4 Power saving performance boundaries
Analysis in this section is based on the eNB power consumption model proposed in [3]. The model describes the power consumed by the eNB as a function of the transmitted power. Graphical representation and the parameters of the model are presented in Figure 2.
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Figure 2. Graphical representation and the parameters of the model proposed in [3].

The model says that in active (not sleeping) mode the eNB consumes power P0, even when not transmitting. With the rise of transmitted power the consumed power increases proportionally with the factor of ∆𝑝. The transmitted power is determined by the loading factor 𝜒, the maximum transmitted power Pmax, and boosting applied to subcarriers. 
Based on the analysis on some simple scenarios described in Appendix, we can observe the following:

· It is possible to achieve the reduction of the network power consumption with the help of UE reallocation between the SC-eNBs in the case when neighbouring eNBs have enough free resources to accommodate UE’s traffic of the eNB being freed up. 
· In opposite case, when neighbouring eNBs have no resources to accommodate the UEs traffic of an eNB, freeing up this eNB leads to growth of the network power consumption
· For given traffic intensity, the optimal number of active SC-eNBs in the network from the network power consumption viewpoint is such that the number of eNBs in the off state (sleeping mode) is minimal, provided that all active eNBs have loading close to maximum value.

· FFS is the algorithm of determining particular SC-eNBs to switch off after UE reallocation.

From the above observations, we propose:
Proposals #2:
· The method of UE reallocation to free up eNBs can be further studied in terms of system throughput and power saving performance.

· Target traffic patterns for investigation the performance and benefits of this approach should include low loading and delay sensitive traffic types such as VoIP.
Summary

In this contribution we have shown the possibility of improvement of the efficiency of the small cell on/off techniques in terms of network throughput and power consumption by intelligent reallocation of UEs between SC-eNBs in order to free up more SC-eNBs.
Proposals:
· When used in conjunction with other SC-on/off schemes, UE reallocation technique can further improve the performance of SC-on/off approaches.

· The method of UE reallocation to free up eNBs can be further studied in terms of system throughput and power saving performance 
· Target traffic patterns for investigation the performance and benefits of this approach should include low loading and delay sensitive traffic types such as VoIP.
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Appendix
To determine the conditions where the network power can be saved by UE reallocation, we start on a simple scenario with N similar eNBs. In such scenario, we want to free up one eNB to save power, while maintaining the same amount of total traffic. Assume that other eNBs have enough resources to accommodate the UE traffic of the first eNB and assume that we can reallocate traffic at the same data rate, i.e. no data rate degradation happens when a UE becomes served by another eNB.
Before reallocation the network consumed power is:
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After reallocation the network consumed power becomes:
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Because we assume no data rate degradation due to reallocation, the following terms are equal: 
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(A3)
Therefore power savings due to reallocation may be expressed as:
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From this estimate we observe that freeing up one eNB saves 
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 power (which, according to the model, ranges from 3.8 to 34 Watts, depending on the SC-eNB type). Another observation is that power saving is possible as long as other eNBs can take over the traffic. 
Now we consider the case when other eNBs are fully loaded, but we are still trying to reallocate traffic from the first eNB to them. Suppose again that we reallocate traffic at the same data rate. Since other eNBs do not have free resources to accommodate the first eNB’s transmissions, they will have to spend additional time to send the first eNB’s traffic. Therefore, it is more convenient to count the energy rather than the power.
Before reallocation the network consumed energy is:
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After reallocation the network consumed energy becomes:
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Because we assume no data rate degradation due to reallocation, the following terms are equal: 
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It can be seen that after reallocation the network has spent more energy than before. Therefore the minimum achievable power loss due to reallocation, assuming that N is a big number, may be expressed as: 
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From the estimate above we observe that freeing up one eNB leads to at least 
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power loss (which, according to the model, ranges from 5.8 to 69 Watts, depending on the SC-eNB type)
From calculations above we conclude that reallocation of UEs to free up some eNBs is effective as long as other active eNBs have enough free resources to accommodate traffic of those UEs.
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