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1 Introduction

The work item on enhancements to interference management and traffic adaptation for LTE TDD was started up at RAN1#72. It has been observed in the study item that additional interference mitigation is needed to provide robustness and full benefit of the dynamic TDD [1].
2 Discussion

It is clear from the technical report [1] that faster adaptation speed provides larger benefits in many scenarios. In some scenarios, for example where there is a need for coordination over a relaxed back-haul, fast adaptation may not provide large benefits over slower adaptation, but will never be worse than the slower adapation. With fast adaptation it is possible to also implement fast interference control mechanisms, for example in RRH deployments. 

In this contribution we present results for a fast power control scheme, adjusting downlink power to not cause severe uplink interference on a dynamic basis. We also investigate a “clusering” scheme, where a joint decision of uplink/downlink configuration is taken every 10 ms. The simulations assume ideal back-haul however similar schemes could be applied also with relaxed back-haul assumption but the performance would be worse. 

2.1 Dynamic downlink power control 

The dynamic power control scheme does independent scheduling in each cell; uplink scheduling is performed 4-7 ms in advance, from static downlink subframes. The uplink scheduling decisions are forwarded to any significantly strong neighbor. In flexible subframes the cell scheduling downlink takes the uplink scheduling into account and lower the transmit power equal to the excess channel gain over the clustering threshold. 

2.2 Clustering

The RRM scheme used assume that future flexible subframes may be reserved for downlink transmission, i.e. based on buffer status and channel quality one or multiple flexible subframe may be restricted from uplink scheduling. This is re-evaluated every 10 ms. If clustering is used all cells within a cluster take a joint decision on these reserved subframes based on each cells buffer status and quality. The clusters are formed dynamically based on if there is any active users in a node and long term channel gain. Hence will the cluster size always be as small as possible by only considering active nodes. 

Clustering threshold has been set to - 115 dB for both clustering and dynamic power control. 

2.3 Scheduling based interference management
A scheduling based interference management scheme has also been evaluated. In this scheme instead of only considering buffer status in the decision if a subframe should be used for uplink or downlink the scheduler also consider the expected channel quality in the targeted subframe, also considering differences in interference levels. Interference is estimated in a subframe type specific manner in uplink. Downlink still assumes only a single CSI report; larger gains are expected if support for multiple CSI reports is introduced also for TDD [2].

2.4 Simulation assumptions

The simulation assumptions are taken from [1]. Fast fading is modeled using EPA and 2x2 closed loop MIMO is assumed for downlink. HARQ is modeled according to [3], where results are shown for a dynamic switching using reference configuration 0 and 2. A two-to-one downlink to uplink traffic ratio is used for evaluations and configuration 1 is used as a reference. CSI reporting is done every 10 ms using PUCCH format 1-1, is measured in downlink-only subframes.  For details see Appendix. 
3 Results

3.1 Pico only deployment

Results with and without scheduling based interference management is shown in Figure 1. We also see results with and without clustering coordination.  
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Figure 1 Downlink and uplink mean user bitrate with and without enhanced scheduling and clustering


As shown in Figure 1 significant benefit can be seen in uplink, and in downlink, with improved RRM (i.e. scheduling based interference management). We also see that the relative gain from doing coordination is larger with a worse RRM implementation. We can hence observe the following: 

Observation 1: RRM implementations have large impact on performance and on the relative benefit of inter-node coordination. 

Comparing the benefits with clustering and power control can be seen in Figure 2 where we compare clustering and power control to no additional coordination. 
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Figure 2 Downlink and uplink mean user bitrate with clustering and power control


Similar to Figure 1, Figure 2 show results for a pico only deployment scenario. A clear benefit with dynamic TDD is seen for both uplink and downlink bitrates. The two inter-node coordination schemes show significant benefits in uplink performance, however at the cost of losses in downlink performance. This is expected since what the coordination schemes mainly targets it to protect uplink transmissions from heavy base station to base station interference. The clustering scheme gives smaller gains in uplink but also smaller losses in downlink compared to the power control scheme. This is also expected since the power control scheme is a special case of the clustering, where highest priority is always given to uplink transmissions. We can also do the same power control semi-statically. This gives a notion of the performance possible over a slower back-haul. 
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Figure 3 Downlink and uplink mean user bitrate gain compared to configuration 1 with static or dynamic power control

Results in Figure 3 show the relative performance gain with dynamic power control to semi static power control. The dynamic power control adapts the downlink power in every flexible subframe while the semi-static only does it in half of the dynamic subframes to not restrict the downlink more than what is available in the reference configuration. In this scenario semi-static power reduction show a large impact on downlink performance, also at low load and only modest gains in uplink. From this we make the following observations. 
Observation 2: Fast dynamic power control or coordinated scheduling can provide flexibility in controlling uplink and downlink performance gains. 

Observation 3: It is unclear if benefits will be seen with realistic back-haul assumptions 

An alternative to downlink power control is to enhance the uplink power control. This is shown in Figure 4 where uplink power control consists of operating with a significantly higher power in a subset of the flexible subframes, in this case half the flexible subframes. As we can see we can achieve uplink performance gains with very limited losses in downlink. Increasing uplink power can have a negative effect on UE battery consumption and may not always be a good option. Once again, the UE-to-UE interference is minimal in this case.
Observation 4: Improved uplink power control can achieve significant uplink performance benefits with limited impact on downlink performance in a LPN only deployment
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Figure 4 Relative uplink and downlink average user bitrate performance with uplink or downlink power control compared to configuration 1


3.1.1 Pico macro adjacent deployment

In this scenario we also model a macro-layer on an adjacent carrier. The ACIR values from [1] have been assumed for the frequency domain isolation. Cell selection is based on uplink pathgain, i.e. a CSO of 22 dB, to balance the performance in the macro and pico layer.
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Figure 5 Downlink and uplink mean user bitrate for the macro and pico layer


As we can see in Figure 5 also this scenario can provide significant gain in pico layer performance with dynamic TDD. We also note that macro downlink is unaffected by the dynamic operation in the pico nodes, indicating a very low UE-to-UE interference. In the uplink however there is a decrease in macro performance, even with the low pico output power and the additional isolation from frequency separation, ACIR.  

Observation 5: Macro performance may be slightly affected by dynamic TDD operation on an adjacent carrier. 

Macro uplink performance can be protected by restricting the downlink configuration in the picos to not allow downlink transmissions in macro uplink. A power restriction could else be imposed to reduce the impact on macro performance. 
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Figure 6 Downlink and uplink average user bitrate per layer with different techniques for protecting macro uplink


As we can see from Figure 6both the macro and the pico results there are some benefits with interference coordination based on downlink scheduling restrictions and/or power control. The best uplink performance is achieved with a restricted flexibility control, only allowing downlink transmissions according to configuration 1. The static power control and reduced power subframes are in these simulations reducing transmit power only to protect the macro uplink, not neighbor pico uplink. Due to this only a subset of the picos need to reduce power and only a very small loss in downlink pico performance is seen, while uplink performance in the macro is improved. 

Observation 6: Macro performance can be protected by semi-static or dynamic power control or restriction of flexible subframes 

To further enhance uplink performance reduced power subframes could be envisioned also in the macro layer. Results for this is shown in Figure 7 where we also see that significant gains in pico uplink throughput can be seen at the cost of slightly decreased macro and more significantly decreased pico downlink bitrates. 
Observation 7: Pico layer performance may be enhanced by reduced power subframes in the macro. 
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Figure 7 Downlink and uplink mean user bitrate for macro and pico layer with power control in both layers


4 Conclusion

In this contribution we first investigate the impact of RRM implementations on performance and make the following observation:

Observation 1: RRM implementations have large impact on performance and on the relative benefit of inter-node coordination. 

We also consider fast and slow downlink power control algorithms to assess the potential for downlink interference mitigation. We there make the following observations: 

Observation 2: Fast dynamic power control or coordinated scheduling can provide flexibility in controlling uplink and downlink performance gains. 

Observation 3: It is unclear if benefits will be seen with realistic back-haul assumptions 

Also considering uplink power control we make the following observation: 

Observation 4: Improved uplink power control can achieve significant uplink performance benefits with limited impact on downlink performance in a LPN only deployment.
Investigation the interference between two layers operating on adjacent frequencies we see that: 

Observation 5: Macro UL performance may be slightly affected by dynamic TDD operation on an adjacent carrier. 

We than employ power control to manage the interference between layers and observe: 

Observation 6: Macro performance can be protected by semi-static or dynamic power control or restriction of flexible subframes 

Observation 7: Pico layer performance may be enhanced by reduced power subframes in the macro. 
Based on these observations we make the following proposals: 

Proposal 1: Adopt scheduling controlled interference mitigation as an interference mitigation technique where expected quality is incorporated in the duplex direction for a specific subframe. 

Proposal 2: Further study the performance of enhanced uplink power control, also analyze the impact on UE power consumption, standards and UE implementation. 

Proposal 3: Further study the need to support reduced power subframes to protect from cross layer and adjacent carrier interference. 
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Appendix: Simulation parameters  
Simulation parameters are based on [1], additional details in Table 1. 

Table 1 Simulation parameters


	Parameters
	Assumptions

	System bandwidth
	10MHz

	eNB antenna configuration
	2Tx, 2Rx

	UE antenna configuration
	1Tx, 2Rx

	Reconfiguration time scale 
	According to [3]. 4-7ms

	Traffic model
	· FTP model 1 in TR36.814
· Fixed size of 0.5Mbytes 

· 2:1 downlink:uplink traffic

	Link adaptation
	MCS selection with 10% BLER target

	Packet drop time
	Modeled according to 36.814 (i.e. 8s for 0.5MB)

	Downlink/uplink receiver type
	MMSE for both downlink and uplink

	Small scaling fading channel
	ETU for UE-eNB and UE-UE

Not modeled for eNB-eNB

	DL/UL CSI feedback
	CSI PUCCH format 1-1 every 10ms, rank every 40 ms
Sounding every 10 ms

	Control channel and reference signal overhead
	· DL

· Overhead for PDCCH: 2 OFDM symbols

· 2 CRS ports

· UL

Overhead for UL DM-RS: 2symbols per subframe
Sounding: 1 symbol per frame 

	Channel estimation
	Ideal

	Scheduler
	Proportional fair
SR-period - 10 ms

	HARQ modeling
	According to [3].

	Cell range expansion (CRE)
	22 dB bias for CRE 



