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1
Introduction

Identification of uplink and downlink interference and imbalance issues and investigate potential solutions is part of the study item on Heterogeneous Networks. In this contribution, we focus our attention on the co-channel HetNet deployment in which Low Power Nodes (LPN) using the same carrier frequency as the Macro cell. 
The major problem in co-channel HetNet deployment is DL-UL imbalance caused by the transmit power difference between LPN and the high power Macro nodes. As the serving cell selection is mainly based on the downlink (DL) received signal strength, transmit power of each cell largely determines the coverage area of the cell. Typically, high transmit power nodes cover larger areas than the low transmit power nodes. However, from the Uplink (UL) perspective, the strength of the signal being received at each node does not rely on the DL transmit power of each node. Consequently, introduction of the low power nodes could potential cause large DL-UL imbalance in the sense that, in UL, cells other than the serving cell could receive much stronger signal from the UE than the serving cell. Figure 1 illustrates the potential problem of DL-UL imbalance, i.e. large distance between the UL and DL boundary. 
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Figure 1 Heterogeneous Network UL Imbalance Scenario

With DL-UL imbalance caused by the transmit power difference, LNP co-channel deployment could potentially cause two types of problems described below

1. UL interference management problem

UL interference issue can happen in both directions. LPN UEs can cause excessive UL interference to the neighbouring Macro. This problem mainly arises from the uneven loading. LPN may serve a small number of UEs compared to the Macro; as a result, each UE served by the LPN may transmit at higher rate/power and cause large interference to the neighbouring Macro. 
Interference in the other direction could be more damaging, i.e. Macro UEs can cause excessive interference to the neighbouring LPN. Due to the DL-UL imbalance, UEs being served by the Macro cell while do not have the victim LPN in the active set could still have a better UL to the LPN than to the serving cell, due to the lack of SHO, the LPNs could not power control the UE or limits the UE rate by E-RGCH. Consequently, those LPNs could be the victim of large un-controllable interference from Macro UEs.
2. Control channel (HS-DPCCH) problem. 

This problem happens for the UEs that are in SHO between Macro and LPN while Macro is the serving cell. Due to the DL-UL imbalance, UE could have a much better UL to the LPN than to the Macro cell. The power control command from LPN will bring the UE transmit power down such that UE received signal at the Macro cell is very weak. Control channels, especially the HS-DPCCH which carriers the DL ACK/NACK information cannot be reliably decoded at the serving (Macro) cell. Under that scenario, unreliable DL ACK/NACK decoding, especially the high ACK to DTX/NACK error, will cause large unnecessary retransmissions.
As we discussed, DL-UL imbalance is a major issue for HetNet deployment. LPN UL padding could be used to reduce the DL-UL imbalance. LPN UL padding attenuates the total received signal at the LPN which effectively increases the LPN noise figure. As a result, UL boundary is shifted closer to the DL boundary toward the LPN. This helps reduce the DL-UL imbalance. 
However, from the UL throughput performance perspective, LPN UL padding has its major disadvantage, it forces all the UEs served by LPN to transmit at higher power, as a result, inject more interference into the system. Even though, from the HS-DPCCH reliability point of view, we would like to apply LPN UL padding to perfectly balance the DL and UL. From UL performance (throughput) perspective, the best approach is to apply the least amount of padding per LPN. The padding should be applied just enough to protect the LPN UEs from excessive interference from the neighbouring cells.
Based on the UE population, distribution and loading in the system, different LPN may need different level of padding. In this contribution, we describe and present simulation results for adaptive LPN UL padding based on the interference level observed in each LPN. 
2
Adaptive LPN UL Padding

As we discussed in the previous section, even though LPN UL padding could reduce the DL-UL imbalance, it forces LPN UEs to transmit at higher power, potentially causing unnecessary interference to the neighbouring cells. From UL throughput point of view, LPN UL padding should be applied at the minimum value, i.e. just enough to overcome the UL interference from the neighbouring Macro UEs. 

One of the main purposes for LPN UL padding is to overcome the excessive out-cell UL interference that LPNs could observe. Clearly, the level of interference each LPN observes is different, which depends on the location of the LPN, the UE and traffic distribution in the system, etc. To maximize the UL system performance, we consider an adaptive algorithm to determine the best UL padding for each LPN. Our design goal is to apply minimum amount of padding to control the out-cell interference to the desirable level. 

To describe our adaptive padding algorithm, we first define a few quantities. 
· UL RoT (Nose Rise) is defined as
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, where Ior is the total received signal power from all UEs in the system, No is NodeB receiver thermal noise. 
· Ior can be divided into
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, in which 
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is the total received signal power from all UEs served by the cell. 
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 is the total received signal power from all UEs not served by the cell but having the cell in the active set. 
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 is total received signal power from all UEs not having the cell in the active set. 
· Out-cell RoT can be defined as
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. Measurement of out-cell RoT can be obtained from the measurement of No and measurement of out-cell total received power 
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, NodeB can estimate the total received power Ior, and the total received power from the UEs that have the cell in the active set, i.e. 
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The purpose of adaptive LPN UL padding is to control the out-cell RoT since this is the interference that LPN cannot control via power control loop or relative grant channel (E-RGCH). When LPN operates at the fixed RoT target and observes excessive out-cell interference, to protect the UEs served by the LPN, LPN needs to increase its noise figure via UL padding and ask UEs (served by the LPN) to transmit at higher power in order to overcome the excessive out-cell interference.

We summarize our adaptive LPN UL padding procedure as follows

· LPN periodically measures the out-cell RoT,
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· If out-cell RoT is greater than the upper limit,
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, increase the LPN UL padding by .

· If out-cell RoT is smaller than the lower limit,
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, decrease the LPN UL padding by .
· The LPN padding is limited within the range 
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Note that, in this contribution, we only provide a flavour of adaptive LPN UL padding technique. There could be different modifications to the procedure, such as employing hysteresis used for mobility procedures to minimize the impact from measurement noise. In addition, we could use out-cell load (the ratio between the out-cell interference over the Ior) instead of the out-cell RoT, etc. However, the underlying idea is simple, to improve the UL performance, we only apply the UL padding to the LPN when it is needed, i.e. when the LPN observes high out-cell interference that it can not control.

The system simulation assumptions are summarized in [2]. Below are further clarifications of the simulation assumptions:

· LPN noise figure is assumed to be the same as the noise figure of Macro nodes. 

· Macro transmit power is 43dBm, LPN transmit power is 30dBm.

· 4 LPNs are uniformly dropped per geographic area of each Macro sector. 16 UEs are dropped per geographic area of each Macro sector with 50% Hotspot distribution.

· CIO is 3dB biased toward the LPN

· We consider UL Full Buffer traffic

· We use 3dB as the out-cell RoT upper limit
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We compare the adaptive LPN UL padding with 6dB fixed padding. It important to note that, from HS-DPCCH reliability perspective, it is best to fully remove the DL-UL imbalance. With 6dB padding and 3dB CIO, we still have a maximum of 4dB imbalance in the system since the transmit power difference is 13dB.

Figure 2 shows the UL throughput performance comparing adaptive LPN UL padding with 6dB fixed padding. It is clear to see that with adaptive padding, the fairness has been improved over 6dB fixed padding. In Table 1, we compare the following four types of system performance metrics:

· Average UE throughput: it is calculated as the average throughput of all UEs in the system

· 50% UE throughput: it is computed as the median throughput of all UEs in the systems

· 5% UE throughput: it is computed as the throughput of the UEs at 5% tail across all UEs in the system

· RoT statistics. We only consider the RoT for non-empty cells. A non-empty cell is defined as a cell that serves at least one UE. We show the statistics of both average RoT and 90% point at the RoT CDF (cumulative distribution function) for Macro nodes and LPNs, separately. The 90% RoT indicates those cells in the system that are experiencing very high out-cell interference. Looking at the 90% RoT helps us understand the interference problem caused by a HetNet deployment.

The gains are presented as percentage throughput increase over the baseline system. The baseline is a system where LPNs are not present in the Macro cell. First of all, we observe that the RoT is stable at both LPN and Macro. The 90% RoT is below the target RoT of 6dB. Throughput wise, adaptive padding provide gains over the 6dB padding, especially at the median and tail. 
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Figure 2 UL Performance in HetNet Co-channel Deployment, Comparing adaptive padding vs 6dB padding
Table 1 UL Performance in HetNet Co-channel Deployment, Comparing adaptive padding vs 6dB padding
	LPN Padding [dB]
	UL Throughput Gain [%]
	Macro RoT (dB)
	LPN RoT (dB)

	
	Mean
	Median
	5%
	Mean
	90%
	Mean
	90%

	Fixed 6dB
	673%
	116%
	91%
	5.7
	6.0
	3.2
	5.1

	Adaptive
	716%
	294%
	154%
	5.5
	5.7
	4.5
	5.8


To understand the behaviour of adaptive padding and the reason for its performance improvement over 6dB fixed padding, Figure 3 shows the CDF of the padding being applied at LPNs. Clearly, most LPNs do not observe high out-cell interference, hence require no or minimum padding (~2dB). Only a small percentage of LPNs needs padding greater than 4dB. In our simulation, applying small LPN UL padding and leaving quite large DL-UL imbalance actually gives a better UL performance compared to applying large LPN padding. The mean reason is that, in our simulation, LPNs serves less number of UEs compared to Macro, hence each UE served by LPN already enjoys larger share of the available RoT. If we apply large LPN UL padding to fully remove the DL-UL imbalance, system fairness will degrade since the UEs served by LPNs will have much better UL performance as compared to the UEs served by Macro cells.
In additional to show that adaptive padding could adjust to the different interference level at different LPNs and improve UL performance, we also want to point out that applying small LPN UL padding could result in large remaining DL-UL imbalance in the HetNets system. Table 2 gives the maximum remaining DL-UL imbalance with different fixed LPN UL padding. 
In summary, we observe that, in order to maximize the UL performance, leaving medium to large DL-UL imbalance in the system may perform better than leaving small or no DL-UL imbalance. However, as the DL-UL imbalance increase, we may need to find new solutions for enhancing the HS-DPCCH reliability.
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Figure 3 CDF of UL Padding being applied at each LPN with Adaptive Padding Mechanism

Table 2 Maximum Remaining DL-UL Imbalance with different LPN UL Padding

	LPN Padding [dB]
	CIO
[dB]
	Maximum Net Remaining DL-UL Imbalance [dB]

	
	
	

	2
	3
	8

	4
	
	6

	6
	
	4


4
Conclusion

In this contribution, we describe an adaptive LPN UL padding scheme and provide simulation results to show its performance advantages.
· Compared with fixed LPN UL padding, adaptive LPN UL padding can adapt to the interference level at each LPN, applies only minimum amount of padding that is necessary to control the out-cell interference.  
· Compared with fixed LPN UL padding, adaptive LPN UL padding has the potential to achieve better UL system performance.
· In HetNet deployment, due to the load difference between LPN and Macro, leaving medium to large DL-UL imbalance may achieve better UL performance.
· With large DL-UL imbalance in HetNet systems, increase the HS-DPCCH power offset may not be efficient or even enough to guarantee its reliability. New solution might be needed for enhancing the HS-DPCCH reliability under presence of large DL-UL imbalance.
5
References

[1] RP-121436, “Proposed SID: Study on UMTS Heterogeneous Networks”, Huawei, HiSilicon, Qualcomm Incorporated, Ericsson, ST-Ericsson, Telecom Italia, Teliasonera, Orange, Telefonica, Nokia Siemens Networks.
[2] R1-125312, “TP on Simulation Assumptions for Study on HSPA Heterogeneous Networks”, Huawei, HiSilicon
_1426067988.unknown

_1426068430.unknown

_1426071239.unknown

_1426071256.unknown

_1426071265.unknown

_1426071279.unknown

_1426071248.unknown

_1426068568.unknown

_1426068620.unknown

_1426068656.unknown

_1426068438.unknown

_1426068124.unknown

_1426068133.unknown

_1426068017.unknown

_1426068080.unknown

_1426067960.unknown

_1426067971.unknown

_1426057494.vsd

