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1. Introduction

In the RAN1 #72 meeting, the scenarios for eIMTA were agreed.
· At least the multi-cell scenarios that show feasibility during study item phase should be supported in Rel-12 LTE TDD eIMTA work item, as the following

· Scenario 1: Multiple Femto cells deployed on the same carrier frequency

· Scenario 2: Multiple Femto cells deployed on the same carrier frequency and multiple Macro cells deployed on an adjacent carrier frequency where all Macro cells have the same UL-DL configuration and Femto cells can adjust UL-DL configuration

· Scenario 3: Multiple outdoor Pico cells deployed on the same carrier frequency

· Scenario 4: Multiple outdoor Pico cells deployed on the same carrier frequency and multiple Macro cells deployed on an adjacent carrier frequency where all Macro cells have the same UL-DL configuration and outdoor Pico cells can adjust UL-DL configuration

· Take scenarios 3-4 with the first priority for further evaluation and design

· FFS if other scenarios shall be considered in this work item, e.g. multiple operators deploying small cells with eIMTA operations on adjacent channels, co-channel macro-pico case (scenario 6 as in TR)

At the RAN1 #72bis meeting, the reconfiguration time scale for eIMTA will be discussed further. In this contribution, we analyze and evaluate different reconfiguration time scales and identify the suitable time scale that shall be supported for eIMTA. In our evaluation, traffic adaptation schemes, with and without interference mitigation, are evaluated to make a reasonable judgment of the impact of the reconfiguration time scale on traffic adaptation effectiveness.
2. Reconfiguration Time Scale

The following four UL-DL reconfiguration signaling methods were described in TR 36.828 [1].
· Method 1 – System information signaling
· Method 2 – RRC signaling

· Method 3 – MAC control element signaling

· Method 4 – Physical layer signaling

Table I summarizes the pros and cons, and specification impact of different reconfiguration signaling methods. Note that there may be one common specification impact for different reconfiguration signaling methods, i.e., HARQ design for the reconfiguration boundary, which may need more investigation.

The supportable minimum reconfiguration time scales by the above four possible signaling methods cover 640 ms, 200 ms, tens of milliseconds, and 10 ms, respectively. According to [2], physical layer signaling can also support the minimum reconfiguration time scale of 40 ms, with a better tradeoff between performance and signaling overhead. 

Table I. Comparison of Different Reconfiguration Time Scales

	Method
	Time Scale (Minimum)
	Pros
	Cons
	Specification Impact

	1
	Rel. 8 SIB
	640 ms
	· Backwards compatible, i.e., no specification impact
	· Affect all UEs, so frequent change of system information will cause large impact to legacy UEs
	· The worst traffic adaptation capability

· Reconfiguration ambiguity between eNB and UE
	· No impact

	
	Rel. 10 ETWS
	320 ms
	· Less specification impact 
	· Increase paging overhead (also require UE to monitor paging more frequently)
	
	· Little, i.e., add an additional change notification in paging channel and a new information element in SIB-1

	2 (RRC)
	200 ms
	· Better traffic adaptation capability (than method 1)
	· Reconfiguration ambiguity between eNB and UE

· Signaling overhead may be large
	· Additional RRC signaling and related procedures should be defined 

	3 (MAC)
	Tens of ms
	· Better traffic adaptation capability (than methods 1, 2)
	· Reconfiguration ambiguity between eNB and UE

· Signaling overhead may be large

· Reduced reliability (compared to method 2) w/o ARQ

· Need PDSCH/PUSCH scheduling for indication/confirmation of reconfiguration even when no data to transmit in DL/UL
	· Additional MAC signaling and related procedures should be defined 

	4 (PHY)
	Tens of ms
	· Provide more room for signaling design and interference mitigation, with similar performance to 10 ms
	
	· False alarm detection of L1 signaling
	· Additional L1 signaling and related procedures should be defined

	
	10 ms
	· The best traffic adaptation capability

· No reconfiguration ambiguity problem
	· New DCI format used in explicit notification may result in increased BD complexity and larger DL overhead (than implicit way)
	
	


3. Evaluation Results

Based on system level simulations, we investigated the impact of different UL/DL reconfiguration time scales on the packet throughput performance. Key simulation parameters are listed in the Appendix. Besides a traffic adaptation scheme without interference mitigation, it is also necessary to evaluate different reconfiguration time scales for traffic adaptation schemes together with different interference mitigation schemes, so two traffic adaptation schemes, i.e., traffic adaptation with/without interference mitigation are evaluated. In this contribution, we select one interference mitigation scheme, i.e., a cell clustering based interference mitigation scheme [1]. A detailed description can be found below.
· Cell-level traffic adaptation (Cell-level TA) 

Each cell independently chooses its UL/DL configuration according to its actual UL/DL traffic demand. Due to the independent choice of the UL/DL configurations, the UL data reception of one picocell may incur severe interference from the DL data transmission of its neighboring cells. This will greatly restrict the UL performance. 

· Cluster-level traffic adaptation (Cluster-level TA) 

In [1], several interference mitigation schemes are mentioned. We selected the cell clustering based interference mitigation scheme for performance evaluation. In this scheme multiple cells can be grouped together. Cells within the same cluster apply the same UL/DL configuration and each cluster may independently choose its UL/DL configurations. The motivation for forming a cluster and applying the same UL/DL configuration within a cluster is to avoid the severe BS to BS interference, which may greatly affect the UL packet throughput. The BS to BS path loss is used as the clustering criterion. Neighboring BSs that have a path loss less than 80 dB will be grouped to form a cluster. In order to support the cluster level traffic adaptation, some backhaul information exchange, e.g., report of traffic demand per cell and information of UL/DL configuration decision, is needed.

According to the analysis in the last section, we chose the following typical values as the TDD UL/DL reconfiguration time scales for our investigation, i.e., 10 ms, 40 ms, 200 ms, and 640 ms. The performance evaluation is performed with different traffic loads. The DL and UL traffic load ratio, i.e., λDL/λUL is fixed to 2:1. Three traffic load values are considered, i.e., λDL = 0.5, 1, and 2. The packet throughput performance of the traffic adaption schemes is compared to that of the fixed TDD configuration scheme and the relative performance gain is calculated. In the reference fixed TDD UL/DL configuration scheme, TDD UL/DL configuration 1 is assumed. Traffic adaption packet throughput gain is plotted in Figs. 1, 2, and 3 for traffic load λDL = 0.5, 1, and 2, respectively.

From the evaluation results we observe that both traffic adaptation schemes, i.e., with/without interference mitigation, achieve a higher performance gain when a smaller UL/DL reconfiguration time scale is applied, e.g., 10 ms or 40 ms. Due to the severe BS to BS interference, the UL packet throughput performance of the Cell-level TA is even worse than that for the fixed TDD UL/DL configuration for a high traffic load, i.e., λDL = 2 case. There is greater performance loss when the reconfiguration time scale is longer. When traffic adaptation is combined with an interference mitigation scheme, i.e., using Cluster-level TA, the advantage from traffic adaptation in the UL packet throughput is regained if the UL/DL reconfiguration time scale is short, e.g., 10 ms or 40 ms. 

The evaluation results support our analysis that a shorter time scale may provide better traffic adaptation gain. However, we notice that the performance of the Cluster-level TA is evaluated under several ideal assumptions, e.g., instantaneous information exchange over the backhaul. The validity of such assumptions and its impact on the time scale requirement may be further studied. 
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Figure 1: Average packet throughput gain of investigated dynamic TDD traffic adaptation schemes (over fixed TDD reference configuration 1) at different time scales, λDL = 0.5, λUL = 0.25
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Figure 2: Average packet throughput gain of investigated dynamic TDD traffic adaptation schemes (over fixed TDD reference configuration 1) at different time scales, λDL = 1, λUL = 0.5
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Figure 3: Average packet throughput gain of investigated dynamic TDD traffic adaptation schemes (over fixed TDD reference configuration 1) at different time scales, λDL = 2, λUL = 1
4. Summary
In this contribution, we evaluated different reconfiguration time scales for traffic adaptation schemes with and without interference mitigation and discussed a suitable time scale that shall be supported for eIMTA.

Observation: From the evaluation results of selected traffic adaptation schemes with and without interference mitigation, we observed that a shorter reconfiguration time scale leads to better packet throughput performance gain.
Proposal: Considering the better traffic adaptation capability provided by a shorter time scale, physical layer signaling and MAC signaling are preferred over other signaling methods.
· RRC signaling is not precluded and can be FFS
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Appendix: Simulation Assumptions

In our performance evaluation, the cell average packet throughput (PTP) for the DL and UL are simulated for Scenario 3. In order to simplify the evaluation cases, only a subset of the configurable parameters is considered, e.g., the 0.5 Mbytes file size, the fixed DL/UL ratio of 2:1, the two arrival rates, and 4 time scales. More simulation assumptions can be found in Table I.

Table I. Simulation Assumptions

	System bandwidth
	10 MHz

	Carrier frequency
	2 GHz

	Macrocell deployment
	The typical 19-cell and 3-sectored hexagon system layout. Note that macrocells are deployed but not activated

	Inter-site distance
	500 m

	Outdoor picocell deployment
	40 m radius, random deployment

	Number of picocells per sector
	4

	Minimum distance 

between outdoor picocells
	40 m

	Minimum distance between outdoor picocell and macrocell
	75 m

	Number of UEs per picocell
	10 UEs uniformly dropped around each of the picocells within a radius of 40 m

	Minimum distance 

between UE and outdoor picocell
	10 m

	Outdoor picocell antenna pattern
	2D, omni-directional

	Outdoor picocell antenna gain
	5 dBi

	UE antenna gain
	0 dBi

	Outdoor picocell noise figure
	13 dB

	UE noise figure
	9 dB

	Max. transmission power for outdoor picocell 
	24 dBm

	UE power class
	23 dBm (200 mW)

	Shadowing standard deviation between outdoor picocells
	6 dB

	Shadowing standard deviation between outdoor picocell and UE
	3 dB for LOS and 4 dB for NLOS

	Shadowing correlation between UEs
	0

	Shadowing correlation between outdoor picocells
	0.5

	Path loss model

	Outdoor picocell to outdoor picocell
	LOS: if R<2/3 km, PL(R) = 98.4+20log10(R)

else, PL(R) = 101.9+40log10(R), R in km

NLOS: PL =  40log10(R)+169.36, R in km

Case 1: Prob(R) = 0.5-min(0.5,5exp(-0.156/R))+min(0.5, 5exp(-R/0.03))

	Outdoor picocell to UE
	PLLOS(R) = 103.8+20.9log10(R)    PLNLOS(R) = 145.4+37.5log10(R)  

For 2 GHz, R in km

Case 1: Prob(R) = 0.5-min(0.5,5exp(-0.156/R))+min(0.5, 5exp(-R/0.03))

	UE to UE
	If R <= 50 m, PL = 98.45+20*log10(R), R in m

If R > 50 m, PL = 55.78 +40*log10(R), R in m (Xia model)

	Penetration loss between picocell and UE
	20 dB

	Simulation methodology
	Integrated DL/UL simulator

	Time scale for reconfiguration
	10 ms, 200 ms, 640 ms

	Reference TDD configuration
	TDD UL-DL configuration 1

	Scheduler
	FIFO

	Picocell antenna configuration
	1 Tx, 2 Rxs

	UE antenna configuration
	1 Tx, 2 Rxs

	Adaptation method of UL-DL reconfiguration
	Cell-level TA: Reconfiguration by each cell independently based on the amount of DL and UL data currently in the buffer 

Cluster-level TA: Reconfiguration by each cluster independently based on the amount of DL and UL data currently in the buffer of all cells within the cluster.

	Set of TDD UL-DL configurations
	The seven TDD UL-DL configurations defined in Rel. 8 can be used for reconfigurations

	System-to-link mapping
	AVI

	Link adaptation
	MCS selection with 10% BLER

	DL CSI feedback
	Ideal

	UL Sounding
	Ideal

	Channel estimation
	Ideal

	Outdoor picocell DL power control
	Not modeled

	UE UL power control
	Open-loop: alpha = 0.8, Po = -76 dBm

	Small scale fading channel
	Not modeled

	CP length
	Normal

	Special subframe configuration
	Special subframe configuration #8

	Packet drop
	8 s

	Receiver type
	MMSE

	UL modulation order
	All modulations {QPSK, 16QAM, 64QAM} can be used as the UL modulation order

	Traffic model
	FTP traffic model 1, independent traffic generation per cell. Same arriving rate for all cells, λDL = {0.5, 1, 2}, λUL = {0.25, 0.5, 1}, file size 0.5 Mbytes

	HARQ modeling
	Ideal HARQ timing, i.e., a retransmission can happen in the first available subframe after 8 ms. If the maximum number of HARQ transmissions (4) is reached for a TB, the TB is put back at the front of the data buffer.

	HARQ retransmission scheme
	CC

	Control channel and reference signal overhead
	DL:

• Overhead for CRS port 0

• Overhead for PDCCH: 2 OFDM symbols

UL:

• No SRS overhead

• Overhead for PUCCH: 2 PRBs

• Overhead for UL DMRS: 2 symbols per subframe
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