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1 Introduction

This contribution presents the preliminary results of small cell enhancement performance in scenario 2a defined in [1]. With the small cell scenario, the coordinating cell can schedule actual transmission from all coordinated small cells in the macro cell area. To see potential benefits of coordination (interference mitigation) within macro cell area under bursty traffic and non-ideal backhaul situation, we evaluated system-level performance of small cell scenario 2a for different levels of resource utilization in the small cell layer. We compare the results with and without intra-macro interference mitigation scheme in terms of UE experienced performance metric such as user packet throughput.
2 Evaluation for small cell enhancement scenario 2a
Comparing HetNet and CoMP evaluation scenario, UEs located in close proximity of small cells will experience more interference from other neighboring small cells due to cluster-like deployment. As a result, if interference mitigation schemes are properly applied while considering the bursty data traffic situation in individual cells, system performance enhancements can be achieved via signal quality improvement. Without interference mitigation schemes, clustered cell deployments can degrade quality of experience for those UEs in close proximity of the clusters as well as overall macro area performance. Furthermore, the non-ideal backhaul and network topology assumption for UE scheduling will influence the system performance under small cell scenario. In order to see the potential benefit of small cell scenario 2a, delayed UE feedback is assumed with consideration for feedback delay as well as non-ideal backhaul delay. Additionally, to model the situations with different amount of generated traffic between macro and small cells, we have performed simulations for various arrival rates with FTP model 3. We performed system-level simulations to evaluate the benefits of small cell enhancements using dynamic blanking as interference mitigation scheme between small cells and under simulation models/assumptions given in the following section. Additional details on the coordination scheme can be found in a companion contribution [3].
2.1 Simulation assumptions
Network topology and backhaul assumption
· For network topology, generic star topology structure is assumed for simulation simplicity as shown in the Figure 1
· Each small cell in a macro cell area have direct backhaul connection to the macro cell and each cell can exchange information via connected backhaul

· Detailed backhaul delay and assumption in the Table 1

· Bandwidth limitation for backhaul is not assumed in this evaluation

· There is no backhaul assumption between macro cells (infinite delay)

· The eNB will serve UE’s data via either macro cell or small cell. No packet splitting is assumed between UE buffer in macro cell and small cell
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Figure 1. Network topology for evaluation


Table 1. Delay assumption for each link
	Path
	 Delay

	UE to serving cell
	6msec

	Small cell to macro cell
	2msec x 2 (round trip) = 4msec

	Small cell to small cell
	4msec

	Macro cell to macro cell
	No backhaul is assumption


Serving cell association

· UE will select the serving macro cell based on best RSRP and the serving small cell with best RSRQ of small cells in the serving macro cell area
· The following small cell connections are not supported: 
· Small cell connection that has the best RSRQ is located in the neighboring macro cell area as shown in the Figure 2
· Small cell connections that cannot satisfy minimum quality-of-service requirement even with an interference mitigation scheme
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Figure 2. Cell association to macro and small cell
Scheduling for interference mitigation
· No inter-macro cell coordination, only intra-macro cell coordination is assumed for the interference mitigation scheme
· Intra-macro cell coordination: coordinating all small cells in same macro cell area

· Wireless resource coordination for small cells
· Coordinating cell decides wireless resource (time/frequency/power) allocation for small cells based on backhaul-delayed UE feedback from all small cells 
· Coordinating cell does not select the actual UEs for scheduling

· Each small cell scheduler decides which UE to be scheduled in assigned PRBs
· Each small cell scheduler calibrates MCS by taking into account the resource allocation information of neighboring cells from the coordinating cell
· UE feedback to serving cell
· One CSI process from the serving macro 

· Sub-band CQI + wideband PMI

· Another CSI process from the serving small cell with assumption that all other small cells are turned off  in the macro cell area 
· Sub-band CQI + wideband PMI

· RSRP from all small cells in the serving macro cell (up to 10 RSRPs depending on simulation cases)
Others

· Traffic model: FTP model 3 with 60UEs per macro cell area
· Network synchronization: Ideal synchronization
· Other assumptions not stated in this contribution follow the agreed assumptions in [1]
2.2 Performance results

Simulation cases
We evaluated 1 cluster with 4 small cells (Case 1), 2 cluster with 4 small cells (Case 2) and 1 cluster with 10 small cells (case 3) in the macro cell area as shown in the Table 2. In total 4, 8 and 10 small cells per macro cell were evaluated for case 1, case 2, case 3, respectively. Applying various arrival times to the FTP traffic model 3, results in approximately 0.1, 0.3, and 0.5 resource utilization (RU) for the case without applying the interference mitigation scheme were collected as reference results. The evaluation results for the reference cases are compared with the evaluation results when coordination was turned on. We provide results of UPT (User Packet Throughput) in the overall macro cell area (including small cell layer) and small cell layer only results in tables 3 and 4, respectively.
Table 2. Simulation cases
	
	Number of cluster per cell
	Number of small cells per cluster
	Total number of small cells in cell

	Case 1
	1
	4
	4

	Case 2
	2
	4
	8

	Case 3
	1
	10
	10


Performance metrics
The performance metric used in the evaluations are as given below: 

· 5%, 50%, 95% user packet throughput (UPT)
· UPT = amount of data (file size=0.5Mbyte) / time needed to download data
· Time needed to download data starts when the packet is received at the transmit buffer, and ends when the last bit of the packet is correctly delivered to the receiver
· Resource utilization (RU)
· RU=Number of scheduled RBs in small cells/total number of small cells/simulation time
· UE connection ratio
· Single connection ratio = Number of UE received data from the macro cell/total number of UEs
· Dual connection ratio=Number of UE received data from the small cell/total number of UEs
Simulation results

System simulation results are provided in Tables 3 through 5 for cases 1, 2 and 3. Dual connected UE ratio and UPT (user packet throughput) results were collected for the respective cases. In each table, we compare the UPT results between the cases without and with having the interference mitigation scheme for the small cell layer. The following observations were made from the results for the respective cases of one cluster/two clusters in macro cell area:
· Impact of increasing the number of small cells in a cluster (4 small cells – case 1 vs. 10 small cells – case 3)
· Mean user packet throughput decreases in low to moderate RU with and without interference mitigation due to interfering cells having a smaller separation distance
· Very high level of inter-cell interference for 10 small cells per cluster 

· Impact of increasing number of clusters per macro cell (1 cluster – case 1 vs. 2 clusters – case 2)
· 3~5% gain can be achieved with 2 clusters in the macro cell area without coordination

· With 2 clusters per macro area, overall percentage of the total macro cell area covered by the small cells is extended 
· 86% and 69% of UE can have dual connection in case 2 and case 1, respectively

· 5% cell edge UPT can improve under low traffic load

· With 2 clusters per macro area, more low geometry macro cell UEs can be offloaded 
· Without interference mitigation, 37% gain in the 5% UPT can be achieved in case 2

· However, interference mitigation gain can be decreased due to blanking having a smaller impact
· With interference mitigation vs. without interference mitigation

· Interference mitigation schemes have less impact on low and high UPT region than moderate UPT region
· UEs in the edge of the cluster do not benefit from dynamic blanking due to low TX power of a small cell
· Dynamic blanking shows gains in moderate UPT region (50% gain in UPT)

· Case 1 has larger gain than case 3 due to fewer number of  small cell UEs (142% gain in case 1 and 136% gain in case 3 with 0.3 RU in Table 4)
· With more small cells in the macro area, more edge UEs can have benefits with dynamic blanking (no gain in case 1 but 33% and 21%  gain in case 2and 3 with 0.3 RU in Table 5)

· Due to cell association, edge of cluster UEs have a macro only connection, while UEs with moderate SINR can have maximum benefit of dynamic blanking

· A larger number of small cells in the macro cell area increases the mean user throughput gain with dynamic blanking

· 23% and 53% of mean UPT gain in case 2 and 3, respectively (blanking of 10 small cells can have more SINR gain than case 2)
Table 3. Results on the number of connected UE
	
	Dual connection 
	Single (Macro cell only)connection

	Case 1
	69.20%
	30.80%

	Case 2
	86.34%
	13.66%

	Case 3
	88.20%
	11.80%


Table 4. RU/User packet throughput results in overall macro area
	
	No interference mitigation
	Interference mitigation

	
	RU
	5% (Mbps)
	50% 
(Mbps)
	95%
(Mbps)
	Mean
(Mbps)
	RU
	5%
(Mbps)
	50%
(Mbps)
	95%
(Mbps)
	Mean
(Mbps)

	Cluster1/

Small 4

(Case 1)
	0.111
	3.14
	34.4
	60.9
	33.97
	0.099
	3.14
	53.3(+55%)
	60.9
	39.93(+17%)

	
	0.312
	3.93
	16.70
	60.5
	25.59
	0.218
	3.94
	40.5(+142%)
	60.65
	37.52(+46%)

	
	0.572
	1.40
	12.03
	58.5
	19.29
	0.289
	1.59
	30.6(+154%)
	60.54
	31.62(+63%)

	

	Cluster2/

Small 4

(Case 2)
	0.098
	4.32
	32.2
	60.6
	34.84
	0.076
	4.5
	54.4(+68%)
	60.6
	41.41(+18%)

	
	0.300
	2.25
	16.23
	60.6
	26.44
	0.145
	2.55
	31.6(+94%)
	60.6
	32.69(+23%)

	
	0.549
	2.20
	15.94
	59.8
	19.40
	0.208
	2.49
	21.8(+36%)
	60.5
	28.35(+46%)

	

	Cluster1/

Small 10

(Case 3)
	0.093
	4.54
	27.4
	60.9
	32.15
	0.043
	5.23
	45.7(+66%)
	60.9
	40.34(+25%)

	
	0.301
	1.89
	12.65
	57.18
	20.1
	0.089
	1.89
	29.9(+136%)
	60.54
	29.72(+47%)

	
	0.510
	1.23
	9.201
	49.6
	14.77
	0.114
	1.304
	17.50(+90%)
	60.54
	25.10(+70%)


Table 5. RU/User packet throughput results in small cells

	
	No interference mitigation
	Interference mitigation

	
	RU
	5%
(Mbps)
	50% 
(Mbps)
	95%
(Mbps)
	Mean
(Mbps)
	RU
	5%
(Mbps)
	50%
(Mbps)
	95%
(Mbps)
	Mean
(Mbps)

	Cluster1/

Small 4

(Case 1)
	0.111
	4.10
	45.20
	60.9
	38.25
	0.099
	4.40(+7%)
	57.8(+27%)
	60.9
	45.77(+19%)

	
	0.312
	3.75
	16.01
	60.5
	25,41
	0.218
	3.75
	54.6(+239%)
	60.65
	39.76(+56%)

	
	0.572
	1.25
	11.86
	59.6
	19.03
	0.289
	1.25
	36.3(+206%)
	60.54
	33.86(+78%)

	

	Cluster2/

Small 4

(Case 2)
	0.098
	7.94
	44.95
	60.6
	38.88
	0.076
	9.94(+25%)
	57.2(+27%)
	60.6
	46.23(+18%)

	
	0.300
	2.65
	26.23
	60.6
	29.84
	0.145
	3.54(+33%)
	41.2(+57%)
	60.6
	36.93(+23%)

	
	0.549
	2.20
	18.01
	60.5
	20.69
	0.208
	2.65(+20%)
	27.5(+52%)
	60.6
	30.73(+48%)

	

	Cluster1/

Small 10

(Case 3)
	0.093
	5.25
	31.76
	60.45
	33.87
	0.043
	7.75(+47%)
	53.0(+66%)
	60.5
	42.68(26%)

	
	0.301
	2.01
	12.85
	57.54
	20.6
	0.089
	2.43(+21%)
	28.9(+124%)
	60.5
	31.59(53%)

	
	0.510
	1.25
	9.80
	49.8
	14.06
	0.114
	1.49(+19%)
	19.04(+94%)
	60.5
	26.82(90%)


3 Conclusion
This contribution presents preliminary system simulation results of small cell enhancement in scenario 2a. By applying coordinated blanking among small cells and considering the bursty data traffic situation in individual cells, the small cell layer can provide large user-experienced throughput gains. Under moderate resource utilization, the mean user throughput gain reached 50%~90% with 8~10 small cell per macro cell area, compared to the cases without applying the interference mitigation scheme. Due to clustered small cell locations, it was observed that edge user throughput could not achieve the full benefit coordinated blanking. However, the gain will vary depending on the interference mitigation scheme, cell association assumption, backhaul delay and network topology. To assess potential benefits of small cell enhancement, it seems necessary to perform more evaluations for various assumptions of cell association and different types of topology.
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