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1
Introduction

A study item on heterogeneous networks was initiated during the last RAN plenary [1]. In this contribution, we provide some initial results of uplink system performance of HetNets in the Single Carrier (SC) Co-channel deployment with full buffer traffic.
The system simulation assumptions are summarized in [2]. In this contribution, we do not consider the simulation conditions listed as optional in [2] unless identified. Below are further clarifications of the simulation assumptions:
· We focus on the outdoor path loss model.
· UE targets 1% BLER after four transmissions.
· LPN noise figure is assumed to be the same as the noise figure of Macro nodes. 

In the results, we show the system performance with a full buffer traffic model. We show five types of system performance metrics:
· Average UE throughput: it is calculated as the average throughput of all UEs in the system

· 50% UE throughput: it is computed as the median throughput of all UEs in the systems

· 5% UE throughput: it is computed as the throughput of the UEs at 5% tail across all UEs in the system

· Offloading Percentage: it is computed as the percentage of UEs among all UEs that are served by LPNs in the system.
· RoT statistics. We only consider the RoT for non-empty cells. A non-empty cell is defined as a cell that serves at least one UE. We show the statistics of both average RoT and 90% point at the RoT CDF (cumulative distribution function) for Macro nodes and LPNs, separately. The 90% RoT indicates those cells in the system that are experiencing very high out-cell interference. Looking at the 90% RoT helps us understand the interference problem caused by a HetNet deployment.

It is important to note that uplink and downlink imbalance could arise from the deployment of LPNs [3] which leads to both the UL interference issues between Macro and LPN and unreliable HS-DPCCH decoding at the serving cell. The system simulation assumes ideal HS-DPCCH decoding. Hence, in the simulation results we present, we focus on the interference issues and its impact on the UL performance.

The UL interference issue and some potential solutions have been discussed in detail in [4]. We want to emphasize that UL interference management is a very dynamic and challenging problem for HetNet deployment. Two types of UL interference problems could arise: 
1. UL interference from Macro UEs to LPNs
The excessive interference to the LPN is caused by the UEs being served by the Macro cell while they do not have the victim LPN in the active set. In this case, due to the UL imbalance, the UE could still have a better UL to the LPN than to the serving Macro cell. Due to the lack of SHO, the LPN can not power control the UE or limit the UE grant by RGCH. Consequently, the LPN could be a victim of large un-controllable interference from neighbouring Macro UEs. As a result, UEs served by the LPN suffer from bad UL throughput.

2. UL interference from LPN UEs to Macros

This problem mainly arises from the uneven loading from the heterogeneous network. When the LPN serves only a small number of UEs as compared to the Macro cell, each UE served by the LPN receives very generous grants and hence transmit at higher power. They could cause large interference to the neighbouring Macro cell and degrade the UL throughput of the UEs served by the Macro cell.

In this contribution, we use the technique of LPN padding to mitigate the UL interference problem. LPN padding attenuates the total received signal at the LPN which effectively increases the LPN noise figure. This helps reduce the DL and UL imbalance. 
To determine the good choice of a padding value, it is important to note that, in general, an LPN is less loaded compared to the Macro; hence an LPN UE tends to transmit at a higher data rate compared to a Macro UE. If we use padding to completely balance the DL and UL boundary, the LPN UE will transmit at higher power compared to a Macro UE; consequently, it may cause interference to the neighbouring Macro. As a result, we only apply padding to overcome some, but not all, of DL and UL imbalance. Specifically, we apply 0dB padding for 37dBm LPNs, 6dB padding for 30dBm LPNs and 12dB padding for 24dBm LPNs.

Lastly, we also consider two types of deployment scenarios:
1. Soft Hand-off (SHO) allowed between LPN and Macro.

2. Soft Hand-off (SHO) not allowed between LPN and Macro.

The gains are presented as percentage throughput increase over the baseline system. The baseline is a system where LPNs are not present in the Macro cell. 
2
Simulation Results for 50% Clustering UE Dropping

Table 1shows the UE throughput improvement from a HetNet deployment with 37dBm LPNs and 50% clustering UE dropping. Clearly, we observe significant performance benefit from HetNet deployment in terms of both the system capacity improvement (average and median UE throughputs) and system coverage improvement (5% throughput). The average UE UL throughput gain can reach over 300% while the 5% UE UL throughput gain can reach 70%.
It is also clear that allowing SHO between Macro and LPNs significantly reduces the interference issues in HetNet deployment. SHO is very useful in the sense that all cells in the active set could both power control and grant (rate) control the UE. Given other settings to be the same, we observe higher gain when SHO is allowed between Macro and LPN. The performance improvement from SHO is even more pronounced at the 5% UE throughput. 
When SHO is allowed between Macro and LPNs, applying a 3dB CIO helps offload more UEs from the Macro to LPNs. Compared with the CIO of 0dB case; we observe higher gain on the average UE throughput and median UE throughput, but slightly lower gain at the 5% UE throughput.

When we focus on the case when SHO is not allowed between Macro and LPN, we start to see quite significant interference issues in terms of performance loss at the 5% UE throughput. For low LPN density (1, 2 LPN/Macro), the problem is even worse when CIO is 3dB. When we increase CIO from 0dB to 3dB, more UEs are offloaded to LPNs. Since LPN is typically less loaded compared to Macro, LPN UE tends to receive large grants and hence transmit at higher power which may cause large interference to the neighbouring Macro. Use 1 LPN/Macro as an example, 90% Macro RoT is at 5.9dB for CIO 0dB, and increases to 6.3dB for CIO 3dB. The 5% tail performance loss increases from -9% to -34%. This suggests that without appropriate interference management, offloading too many UEs to LPN could negatively impact the UL performance.
In general, we conclude that UL interference is very challenging for the HetNet deployment especially when SHO cannot be supported between Macro and LPNs. It is a dynamic interference management problem since the level and types of interference depend on many factors; like UE density, LPN density, LPN transmit power and even the UE distribution. Fixed solution like applying fixed padding or fixed CIO provides some solutions to the problem; on the other hand, they may not be able to solve all the problems or even cause performance degradation under certain scenarios. A robust and dynamic solution is preferable for UL interference management in HetNet deployment.
Table 1 HetNets UL Full Buffer Performance with 37dBm LPNs and 50% Clustering UE Dropping

	SHO
	LPN Density
	CIO 
[dB]
	LPN Padding [dB]
	UL Throughput Gain [%]
	Macro RoT (dB)
	LPN RoT (dB)
	Offloading Percentage 
(%)

	
	
	
	
	Average
	Median
	5%
	Average
	90%
	Average
	90%
	

	SHO Allowed Between LPN and Macro
	1
	0
	0
	124%
	115%
	31%
	5.6
	5.7
	4.8
	6.1
	26%

	
	
	3
	0
	144%
	130%
	44%
	5.6
	5.8
	4.6
	5.8
	32%

	
	2
	0
	0
	181%
	176%
	33%
	5.6
	5.8
	4.3
	6.1
	32%

	
	
	3
	0
	220%
	202%
	29%
	5.6
	5.9
	4.0
	5.9
	41%

	
	4
	0
	0
	269%
	215%
	73%
	5.5
	5.8
	3.7
	6.0
	40%

	
	
	3
	0
	314%
	226%
	69%
	5.6
	5.9
	3.5
	5.8
	53%

	SHO NOT Allowed Between LPN and Macro
	1
	0
	0
	103%
	66%
	-9%
	5.6
	5.9
	5.6
	6.9
	26%

	
	
	3
	0
	126%
	80%
	-34%
	5.8
	6.3
	5.3
	6.3
	32%

	
	2
	0
	0
	163%
	84%
	-10%
	5.8
	6.1
	5.3
	7.0
	32%

	
	
	3
	0
	206%
	122%
	-15%
	5.9
	6.3
	4.7
	6.4
	41%

	
	4
	0
	0
	244%
	161%
	23%
	5.7
	6.0
	4.5
	6.8
	40%

	
	
	3
	0
	299%
	217%
	20%
	6.0
	6.6
	4.1
	6.3
	53%


Table 2 shows the UE throughput improvement from the HetNet deployment with 30dBm LPNs and 50% clustering UE dropping. In this setup, the LPN transmit power is 13dB lower than the transmit power of the Macro, which means the worse case DL and UL imbalance could be 13dB. Without padding, we start to see interference problem especially from the Macro UEs to the neighbouring LPN. When SHO is allowed, with padding, we start to observe that LPNs have 90% RoT being higher than the target RoT of 6dB which means those LPNs cannot restrict their RoT to 6dB due to large out-cell interference and have to reduce the grant to its own serving UE in the simulation which causes the bad tail performance. The interference problem is even worse when SHO is not allowed between Macro and LPN. Without padding, the 5% loss could be around -10% to -30%.
In general, 6dB fixed LPN UL padding achieves good interference management and helps improve the HetNet UL performance, especially at the 5% throughput. We use 4 LPN/Macro as an example. When SHO is allowed between Macro and LPNs, applying 6dB padding improves the 5% throughput gain from 55% to 72%, compared to the case without padding. When SHO is not allowed between Macro and LPNs, applying 6dB padding improves the 5% throughput gain from -13% to 23%, compared to the case without padding. 

Table 2 HetNets UL Full Buffer Performance with 30dBm LPNs and 50% Clustering UE Dropping
	SHO
	LPN Density
	CIO [dB]
	LPN Padding [dB]
	UL Throughput Gain [%]
	Macro RoT (dB)
	LPN RoT (dB)
	Offloading Percentage 
(%)

	
	
	
	
	Average
	Median
	5%
	Average
	90%
	Average
	90%
	

	SHO Allowed Between LPN and Macro
	1
	3
	0
	142%
	176%
	45%
	5.6
	5.7
	5.7
	7.2
	31%

	
	
	3
	6
	156%
	145%
	47%
	5.6
	5.8
	4.6
	5.8
	31%

	
	2
	3
	0
	218%
	206%
	13%
	5.6
	5.8
	4.9
	6.8
	35%

	
	
	3
	6
	233%
	187%
	50%
	5.6
	5.8
	3.5
	5.6
	35%

	
	4
	3
	0
	274%
	232%
	55%
	5.5
	5.8
	4.0
	6.7
	40%

	
	
	3
	6
	288%
	232%
	72%
	5.6
	5.8
	2.6
	5.2
	40%

	SHO NOT Allowed Between LPN and Macro
	1
	3
	0
	101%
	100%
	-32%
	5.6
	5.8
	7.0
	8.9
	31%

	
	
	3
	6
	145%
	87%
	25%
	5.8
	6.2
	5.4
	6.5
	31%

	
	2
	3
	0
	195%
	131%
	12%
	5.6
	5.8
	6.1
	8.6
	35%

	
	
	3
	6
	236%
	102%
	20%
	5.8
	6.2
	4.3
	6.0
	35%

	
	4
	3
	0
	265%
	193%
	-13%
	5.7
	5.9
	4.8
	8.5
	40%

	
	
	3
	6
	300%
	180%
	23%
	5.8
	6.1
	3.1
	5.7
	40%


Table 3 shows the UE throughput improvement from the HetNet deployment with 24dBm LPNs and 50% clustering UE dropping. The interference issue is even more severe as the power difference between LPN and Macro increases. Without padding, we start to observe significant 5% throughput loss even when SHO is allowed. After applying 12dB padding to reduce the imbalance, the interference issues are mitigated. As a result, we observe good system performance improvement both on the average and at the 5% tail.
Table 3 HetNets UL Full Buffer Performance with 24dBm LPNs and 50% Clustering UE Dropping
	SHO
	LPN Density
	CIO [dB]
	LPN Padding [dB]
	UL Throughput Gain [%]
	Macro RoT (dB)
	LPN RoT (dB)
	Offloading Percentage 
(%)

	
	
	
	
	Average
	Median
	5%
	Average
	90%
	Average
	90%
	

	SHO Allowed Between LPN and Macro
	1
	3
	0
	129%
	129%
	-70%
	5.6
	5.7
	7.5
	10.8
	31%

	
	
	3
	12
	178%
	159%
	87%
	5.6
	5.8
	4.5
	5.9
	31%

	
	2
	3
	0
	218%
	210%
	10%
	5.5
	5.7
	5.8
	8.5
	35%

	
	
	3
	12
	262%
	190%
	47%
	5.6
	5.7
	3.0
	5.2
	35%

	
	4
	3
	0
	220%
	213%
	-42%
	5.5
	5.8
	4.5
	8.4
	34%

	
	
	3
	12
	253%
	204%
	88%
	5.6
	5.8
	1.8
	3.2
	34%

	SHO NOT Allowed Between LPN and Macro
	1
	3
	0
	77%
	72%
	-96%
	5.5
	5.7
	10.1
	13.6
	31%

	
	
	3
	12
	174%
	96%
	21%
	5.9
	6.4
	5.5
	6.4
	31%

	
	2
	3
	0
	192%
	132%
	-73%
	5.5
	5.7
	7.6
	12.3
	35%

	
	
	3
	12
	274%
	107%
	21%
	5.7
	6.0
	3.8
	5.8
	35%

	
	4
	3
	0
	215%
	126%
	-39%
	5.6
	5.8
	5.6
	10.0
	34%

	
	
	3
	12
	276%
	113%
	44%
	5.7
	6.0
	2.3
	3.9
	34%


3
Simulation Results for Uniform UE Dropping

In addition to the clustering UE dropping, we also consider uniform UE dropping and provide system performance results in this section.

Tables 4 to 6, shows the UE throughput improvement for a HetNet deployment under uniform UE dropping, with 37dBm LPNs, 30dBm LPNs and 24dBm LPNs respectively.

It is obvious to see that, compared to clustering dropping, uniform UE dropping results in fewer percentages of UEs being offloaded to LPNs. As previous discussion, offloading percentage is an important metric that determines the gains from LPN deployment. As a result, we see smaller system performance improvement under uniform UE dropping as compared to clustering UE dropping.
Similar UL interference issues are observed for uniform UE dropping as the 50% clustering UE dropping. When SHO is allowed between Macro and LPN, applying a 3dB CIO and a fixed LPN padding achieve good performance gains. However, when SHO is not allowed between Macro and LPN, the UL interference becomes worse. A CIO of 0dB with fixed LPN padding gives the best performance for the no SHO case.
Table 4 HetNets UL Full Buffer Performance with 37dBm LPNs and Uniform UE Dropping

	SHO
	LPN Density
	CIO [dB]
	LPN Padding [dB]
	UL Throughput Gain [%]
	Macro RoT (dB)
	LPN RoT (dB)
	Offloading Percentage 
(%)

	
	
	
	
	Average
	Median
	5%
	Average
	90%
	Average
	90%
	

	SHO Allowed Between LPN and Macro
	1
	0
	0
	49%
	28%
	10%
	5.5
	5.7
	4.2
	6.1
	10%

	
	
	3
	0
	79%
	37%
	11%
	5.5
	5.6
	4.2
	5.6
	14%

	
	2
	0
	0
	94%
	80%
	18%
	5.5
	5.7
	4.1
	6.1
	17%

	
	
	3
	0
	106%
	98%
	11%
	5.6
	5.8
	4.3
	6.0
	23%

	
	4
	0
	0
	168%
	207%
	30%
	5.5
	5.8
	3.9
	6.2
	29%

	
	
	3
	0
	201%
	237%
	47%
	5.5
	5.8
	3.6
	5.8
	38%

	SHO NOT Allowed Between LPN and Macro
	1
	0
	0
	48%
	9%
	-6%
	5.5
	5.8
	5.1
	7.4
	10%

	
	
	3
	0
	61%
	7%
	-20%
	5.7
	6.1
	4.6
	6.3
	14%

	
	2
	0
	0
	88%
	31%
	2%
	5.6
	5.8
	4.9
	6.8
	17%

	
	
	3
	0
	108%
	41%
	-17%
	5.8
	6.3
	4.6
	6.4
	24%

	
	4
	0
	0
	148%
	118%
	11%
	5.7
	5.9
	4.7
	6.9
	29%

	
	
	3
	0
	184%
	159%
	24%
	5.8
	6.3
	4.3
	6.4
	38%


Table 5: HetNets System Performance with 30dBm LPNs and Uniform UE Dropping
	SHO
	LPN Density
	CIO [dB]
	LPN Padding [dB]
	UL Throughput Gain [%]
	Macro RoT (dB)
	LPN RoT (dB)
	Offloading Percentage 
(%)

	
	
	
	
	Average
	Median
	5%
	Average
	90%
	Average
	90%
	

	SHO Allowed Between LPN and Macro
	1
	3
	0
	36%
	14%
	8%
	5.5
	5.7
	5.1
	7.4
	5%

	
	
	3
	6
	40%
	9%
	10%
	5.5
	5.7
	3.3
	5.4
	5%

	
	2
	3
	0
	60%
	48%
	7%
	5.6
	5.8
	4.7
	6.9
	10%

	
	
	3
	6
	63%
	31%
	9%
	5.5
	5.7
	2.7
	5.1
	10%

	
	4
	3
	0
	115%
	139%
	17%
	5.5
	5.7
	4.5
	6.9
	20%

	
	
	3
	6
	117%
	110%
	33%
	5.6
	5.7
	2.7
	5.0
	20%

	SHO NOT Allowed Between LPN and Macro
	1
	3
	0
	25%
	4%
	0%
	5.5
	5.6
	6.0
	8.2
	5%

	
	
	3
	6
	36%
	4%
	0%
	5.5
	5.7
	3.8
	5.8
	5%

	
	2
	3
	0
	53%
	17%
	-1%
	5.6
	5.8
	5.7
	7.6
	10%

	
	
	3
	6
	66%
	6%
	-8%
	5.7
	6.0
	3.5
	5.7
	10%

	
	4
	3
	0
	101%
	79%
	-1%
	5.6
	5.8
	5.4
	8.4
	20%

	
	
	3
	6
	119%
	54%
	9%
	5.7
	6.1
	3.4
	5.7
	20%


Table 6 HetNets UL Full Buffer Performance with 24dBm LPNs and Uniform UE Dropping
	SHO
	LPN Density
	CIO [dB]
	LPN Padding [dB]
	UL Throughput Gain [%]
	Macro RoT (dB)
	LPN RoT (dB)
	Offloading Percentage 
(%)

	
	
	
	
	Average
	Median
	5%
	Average
	90%
	Average
	90%
	

	SHO Allowed Between LPN and Macro
	1
	3
	0
	16%
	4%
	1%
	5.4
	5.6
	6.1
	8.6
	3%

	
	
	3
	12
	19%
	3%
	3%
	5.4
	5.7
	1.8
	2.5
	3%

	
	2
	3
	0
	27%
	13%
	2%
	5.5
	5.7
	6.4
	9.3
	4%

	
	
	3
	12
	31%
	11%
	1%
	5.5
	5.7
	2.0
	3.2
	4%

	
	4
	3
	0
	52%
	56%
	3%
	5.5
	5.7
	6.1
	9.5
	9%

	
	
	3
	12
	58%
	38%
	14%
	5.5
	5.7
	2.0
	3.5
	9%

	SHO NOT Allowed Between LPN and Macro
	1
	3
	0
	16%
	2%
	-1%
	5.5
	5.6
	7.0
	10.6
	3%

	
	
	3
	12
	24%
	3%
	0%
	5.5
	5.7
	2.7
	3.7
	3%

	
	2
	3
	0
	19%
	5%
	-1%
	5.5
	5.6
	6.9
	10.0
	4%

	
	
	3
	12
	30%
	1%
	-2%
	5.5
	5.7
	2.6
	4.1
	4%

	
	4
	3
	0
	33%
	16%
	-11%
	5.5
	5.7
	7.2
	10.3
	9%

	
	
	3
	12
	57%
	11%
	5%
	5.6
	5.9
	2.6
	4.7
	9%


4
Conclusion

In this contribution, we have provided the UL system performance simulation results for HetNets Single Carrier Co-channel deployment, focusing on the full buffer traffic model. Below is a summary of our observations:
· LPN deployment significantly improves both the system capacity as well as system coverage

· Given the same UE location, the performance gain from LPN deployment improves with the number of LPNs being deployed, LPN being deployed with larger transmit power, and LPN being deployed in hotspot where more UEs are present.

· Allowing SHO between Macro and LPN is very important to improve the UL performance as well as manage UL interference between Macro and LPN. 

· UL interference issues becomes more severe as the transmit power difference between LPN and Macro increases. Combined with allowing SHO between Macro and LPN, applying fixed LPN UL padding mitigate the UL interference issues and achieve good UL performance improvement.

In general, UL interference management is a challenging problem for HetNet co-channel deployment. The interference problem changes with many different factors such as LPN density, UE distribution, LPN transmit power, LPN/Macro noise figure, loading in the system, etc. To achieve robust UL throughput improvement from HetNet deployment, it is more preferable to find an adaptive interference management solution.
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