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1. Introduction
Herein we discuss our view on targeted deployment scenarios for small cells and propose a system level simulation methodology to evaluate candidate technology features in these scenarios.

2. Small Cell Deployment Scenarios

Low power node (LPN) deployments are envisioned to be an important component in offloading traffic from macro networks to meet the ever increasing demand for mobile data traffic. We envision that small cell deployment will be particularly useful to meet the needs of the scenarios listed in Table 1.
Table 1 – Envisioned deployment scenarios for low power nodes

	Scenario
	Related scenarios

	Train station
	Airport

	Mall / center in-building
	Public venue

	Stadium
	High demand venue

	City square
	Dense urban hotspot

	City street
	Dense residential / tourist, café, lobby

	High rise
	Large enterprise, Hotel

	Office
	Small/medium enterprise, lobby


In the following Section, we propose modeling assumptions that reasonable well corresponds to the Train station, Mall/center in-building, and City street deployments. However, the Stadium, City square, High rise, and Office are all interesting deployment scenarios for low power nodes, but current propagation modeling is lacking or incomplete (e.g., lacking proper fast fading modeling).
Proposal:

· Consider extending propagation modeling including fast fading, for the deployment scenarios:

· Outdoor open space (e.g., city squares)

· Stadiums

· Indoor office/hotel/high rise

3. Simulation Scenarios

As a starting point we propose to adopt the evaluation framework outlined in TR 36.814, and TR 36.819 and subsequent improvements adopted, for example, in the scope of the LTE_eDL_MIMO_enh WI [2].
In the following we propose to model the overall deployment in terms of an overlaid macro network, and clusters of LPN power nodes, which are drop randomly within the simulated geographical area.
Three main LPN deployment scenarios can be reasonably well modeled with propagation modeling currently established in 3GPP:

1) Sparse LPNs on city street (outdoor below roof-top)

2) Clustered LPNs on city street (outdoor below roof-top)

3) In-building  LPNs in shopping mall
Each of the three scenarios operates under an overlaid macro network that is deployed on the same, or a separate, carrier frequencies. Optionally SCE scenario 3 (Indoor shopping mall) may be evaluated without an assumed overlaid macro network.
3.1. Overlaid Macro Network

We propose that the macro network is modeled in accordance with TR 36.819. We consider two macro deployments: a typical macro deployment and a dense macro deployment. As to meet the increasing network capacity needs, our internal findings is that a mixture of macro densification and an increased number of small cell nodes are expected to be the most cost effective deployment
. It is therefore highly relevant to investigate the small cell improvements in the context of a dense macro network. In TR 36.819, two macro deployments are highlighted: a typical with ISD 500, based on ITU urban macro propagation (above roof-top), and a dense deployment with ISD 200m, based on ITU urban micro (below roof-top). 
Proposal:

· Study small cell enhancements under the coverage of both a typical Macro deployment of ISD 500m, and a dense macro deployment with ISD 200m

· Typical Macro deployment modeled as ITU UMa as extended in TR36.819 (including outdoor-to-indoor modeling)
· Dense Macro deployment modeled as ITU IMi
· Macro Tx Power is 43dBm per Tx antenna

We propose that in average 1/3rd of the UEs are dropped as “non-hotspot” UEs. The “non-hotspot” UEs are dropped randomly with a uniform distribution over the simulated macro cells. The non-hotspot UEs are classified as indoor or outdoor with a 80% and 20% probability, respectively. As further described in Section 3.2, the remaining 2/3rd UEs are classified as hotspot UEs and dropped within a geographic area covered by a cluster of LPNs. Hence, we propose an extension of configuration 4b for UE dropping.
The radio propagation of the macro layer should also be modeled for UEs that are dropped as hotspot UEs, for which the indoor/outdoor classification is determined according to the considered LPN clustering scenario.

Proposal:
· 1/3rd of the UEs are dropped as “non-hotspot” UE which are randomly dropped with a uniform distribution over the entire simulated area.

· The “non-hotspot” UEs are classified as indoor or outdoor with a 80% and 20% probability, respectively.
Table 2 – Summary of Overlaid Macro Network Modeling Assumptions

	Macro Deployment
	Typical
	Dense

	ISD
	500
	200

	Antenna Height
	25m (over roof-top)
	10m (below roof-top)

	Propagation
	ITU UMa 

Extended with outdoor to indoor modeling as in TR 36.819
	ITU UMi

	UE dropping
	A dropped UE is classified as a “non-hotspot” UE with probability 1/3rd. A UE classified as a “non-hotspot” UEs is: 

· Randomly dropped with a uniform distribution over the simulated area.

· Dropped indoor (outdoor) with 80% (20%) probability

UEs classified as a “hotspot” UE are dropped according to the considered LPN scenario.

	Min UE to macro distance: 
	35m
	10m

	Antenna Pattern
	3D Antenna Follow Annex A 2.1.1.1 Table A.2.1.1-2 in TR36.814

	Antenna Configuration
	2 Tx/Rx antennas, 1 column, cross-polarized: X

	Total Tx Power
	46 dBm (2 x 20W)

	Bandwidth:
	20 MHz


3.2. Clusters of LPN(s)

Many of the important small cell deployments outlined in Section 2 involves a number of small cell nodes that are jointly covering a limited area or building. It is therefore natural to introduce the concept of clusters of LPNs. Within such clusters, LPNs are expected to have partially overlapping coverage areas, which increase the need for interference coordination between LPNs as well as with an overlaid macro network. 
We propose to model the small cell layer in terms of LPN clusters that are randomly dropped uniformly within the evaluated macro area. Furthermore, we propose that 2/3rd of the users are classified as hotspot UEs, each such UE being dropped in a random cluster, and randomly with a uniform distribution in the cluster geographic area.

Proposal:

· 2/3rd of the users are classified as LPN hotspot UEs and dropped in a random cluster with a uniform distribution within the cluster geographic area.
Note that UE cell association is based on RSRP or RSRQ, and is independent from the classification of a UE (in terms of non-hotspot or hotspot UE).
3.3. Small Cell Extensions Scenarios

Next we propose detailed simulation assumptions for the three small cell extensions scenarios outlined in Section 3.
3.3.1 SCE Scenario 1—Sparse LPNs on City Street
This scenario corresponds to configuration 4b in TR 36.814, with a single LPN per cluster. This is an important reference scenario and should therefore be included in the evaluations. Deployment vise this scenario corresponds to a sparse outdoor, below roof-top, small cell deployment.

We propose to model the LPN to UE propagation based on ITU UMi, as outlined in TR 36.819, which models outdoor and indoor UEs in an urban setting, with Manhattan like street layout, see [1]. We propose to evaluate this deployment overlaid with both a typical macro network and a dense macro network, while keeping the LPN density to approximately 83 LPNs per square km (corresponding to 6 LPNs per sector for ISD 500m, and 1 LPN per sector for ISD 200m). The street level side LPNs covers outdoor as well as indoor UEs, where 80% of the UEs are assumed indoors.  For further details see the summary of LPN simulation parameters in Table 3 of Section 3.3.4.
3.3.2 SCE Scenario 2—Clustered LPNs on city street 
This scenario corresponds to an outdoor below roof-top deployment where multiple LPNs are deployed to provide improved performance in a distinct geographical area identified as a dense user hotspot—a LPN cluster. We propose to let the cluster radius grow as 


[image: image1.wmf](

)

m

25

1

×

+

LPN

N

,

where 
[image: image2.wmf]LPN

N

 is the number of LPNs in each LPN cluster. Each LPN is randomly and uniformly dropped within the cluster area while keeping the minimum LPN to LPN distance at least 25m. Moreover, the LPNs are constrained to be at most 
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from the LPN cluster center, which ensures that LPNs (which have omni-directional antennas) are well within the boundary of the LPN cluster within which the hotspot-UEs are dropped. Moreover we allow LPNs to be more closely spaced within a LPN cluster than the isolated LPNs of SCE Scenario 1 (i.e., 25m in place of 40m). 
Furthermore, we propose for the evaluation that each LPN cluster consists of 6 LPNs, and that there are in average 2 LPN clusters and 1/3 LPN clusters per macro sector for the macro ISD of 500m and 200m, respectively. This corresponds to an LPN density of approximately 2*83 LPNs per square km. Similarly as in SCE scenario 1, the hotspot classified UEs are dropped indoors with a probability of 80%. For further details see the summary of LPN simulation parameters in Table 3 of Section 3.3.4.

3.3.3 SCE Scenario 3—In-building LPNs in shopping mall
In the third scenario a cluster of LPNs corresponds to an indoor deployment in, for example, a shopping mall. We propose to model the indoor LPN propagation based on ITU Indoor Hotspot [1]. However, in our view 2 LPNs are insufficient to provide good performance in 7200 square meters (the area modeled by the ITU Indoor Hotspot), in particular if higher frequency bands are considered. Therefore we propose to modify the LPN ISD to 30m (rather than the current 60m), corresponding to 4 LPNs in each indoor hotspot (shopping mall).

For simplicity we also propose that there is no overhearing of the LPN transmissions to users that are dropped in other LPN clusters (i.e., other shopping malls) or to UEs classified as non-hotspot UEs, regardless of their geographical position. The primary reason for this assumption is the lack of appropriate radio propagation models, but also, the impact on the performance metrics is expected to be negligible.

Proposal: 

· Modify the ITU Indoor Hotspot to ISD 30m and 4 LPNs in each hotspot to better reflect typical deployments.
· There is no overhearing of the LPN transmissions to users that are dropped in other LPN clusters (i.e., other shopping malls) or to UEs classified as non-hotspot UEs, regardless of their geographical position. Similarly for uplink propagation.
We propose that in average 2 LPN clusters  and 1/3 LPN clusters (i.e., shopping malls) are dropped per macro sector for macro ISD 500m and 200m , respectively. This corresponds to a LPN density of approximately 4/3*83 LPNs per square km.  For further details see the summary of LPN simulation parameters in Table 3 of Section 3.3.4.

Optionally Scenario 3 may be evaluated without assuming an overlaid macro coverage, in which case isolated indoor hotspot clusters (shopping mall) can be evaluated, each with 20 UEs in case of full buffer evaluations.
3.3.4 Summary of LPN simulation assumptions

In Table 3 we summarize the modeling assumption of the LPN layer proposed for evaluating the performance of small cell enhancements on system level. For further simulation parameter settings, see Appendix A.
Table 3 – Summary of the LPN layer modeling assumptions for the three scenarios

	
	SCE Scenario 1
	SCE Scenario 2
	SCE Scenario 3

	LPN Propagation Model



	ITU UMi
	ITU InH
(there is no overhearing to users of other LPN clusters on non-hotspot UEs, regardless of their positions)

	LPN cluster size: 

	NLPN =1
	NLPN =6
	NLPN =4

	LPN cluster position:
	At cluster center
	Randomly dropped with uniform distribution within each cluster
	LPN ISD = 30m
Equally spaced along corridor, see [1]

	LPN cluster dimension:

	Radius = 40m
	Radius = 25m*(1+sqrt(NLPN))
	60m x 120m

	Average number of clusters per macro sector: 
	
	
	

	
	Macro ISD 500m:
	6
	2
	2

	
	Macro ISD 200m:
	1
	1/3
	1/3

	
	Approximate LPN density:
	83 LPNs / km^2
	2*83 LPNs / km^2
	1.33*83 LPNs/km^2

	
	
	
	
	

	Min Macro – Cluster distance:
	
	
	

	
	Macro ISD 500m:
	75m
	35m + LPN cluster radius
	85m

	
	Macro ISD 200m:
	50m
	10m + LPN cluster radius
	70m

	
	
	
	
	

	Min Macro – Cluster distance:
	75m
	75m + Cluster radius
	

	Min Cluster – Cluster distance:

	LPN cluster radius
	120m

	Max Cluster – LPN distance:
	0m
	25m*sqrt(NLPN)
	--

	Min LPN – UE distance
	10 m
	3m

	Total LPN Tx Power 



	33 dBm (2 x 1W)
Optionally:  40 dBm (2 x 5W)
	27 dBm  (2 x 250 mW) 

Optionally: 33 dBm (2 x 1W)

	Number of UEs in full buffer evaluations:
	

	
	Macro ISD 500m:
	30 or 60 per macro node

	
	Macro ISD 200m:
	6 or 12 per macro node

	
	
	

	UE distribution
	In average 2/3rd of the system UEs are classified as hotspot UEs, which are dropped in a random LPN cluster (with equal probability), and randomly and uniformly within the LPN cluster area, while satisfying minimum distances to all LPN nodes in the cluster.

	Indoor probability of “hotspot” UEs:

	80% Indoor
	100% Indoor

	LPN Antenna height:
	10m
	10m
	6m


3.4. Macro and LPN carrier frequency configurations

In accordance with the SID, the small cell deployments are to be studied when deployed on the same carrier frequency as the macro, as well as when deployed on a different carrier frequency than the macro.
We propose to evaluate the carrier frequency combinations as indicated in 
Table 4 – Carrier frequency combinations to study

	Carrier Frequency Configuration
	1
	2
	3 (recommended)
	4 (optional)

Only for dense Macro

	Macro
	2 GHz
	2.6 GHz
	800 MHz
	3.5 GHz

	Small Cells
	3.5 GHz
	2.6 GHz
	3.5 GHz
	3.5 GHz


3.5. Traffic Models

We propose to prioritize evaluations based on non-full buffer traffic models. We propose to adopt the same convention as agreed for the Further Downlink MIMO Enhancement WI, see email discussion [71-12]) as:

Proposal:
· The evaluations will use the full-buffer model and non-full-buffer FTP 1 model 

· FTP Model 1 must be used to decide on inclusion of any new DL MIMO enhancement feature in Rel-12

· FTP Model 1 with file size of 0.5 Mbytes,  and user arrival rate λ=2.5  and 4 (approximately 50% and 80% RU respectively, see TR 36.814)
3.6. Performance Metrics

As performance metric we propose to use 5%, 50%, and 95%-tile of the user throughput where statistics is collected from all UEs in the system. Optionally, performance can in addition be evaluated by collecting statistics only from UEs that are served by LPNs.

4. Conclusions
Herein we propose three LPN deployment scenarios and associated modeling assumptions each of the scenarios. The scenarios and assumptions are summarized in Tables 1-4, and Appendix A.

Moreover we propose the following
Proposals:

· Consider extending propagation modeling including fast fading, for the deployment scenarios:

· Outdoor open space (e.g., city squares)

· Stadiums

· Indoor office/hotel/high rise

· Study small cell enhancements under the coverage of both a typical Macro deployment of ISD 500m, and a dense macro deployment with ISD 200m

· Typical Macro deployment modeled as ITU UMa as extended in TR36.819 (including outdoor-to-indoor modeling)
· Dense Macro deployment modeled as ITU IMi
· Macro Tx Power is 43dBm per Tx antenna

· 1/3rd of the UEs are dropped as “non-hotspot” UE which are randomly dropped with a uniform distribution over the entire simulated area.

· The “non-hotspot” UEs are classified as indoor or outdoor with a 80% and 20% probability, respectively.
· 2/3rd of the users are classified as LPN hotspot UEs and dropped in a random cluster with a uniform distribution within the cluster geographic area.
· Modify the ITU Indoor Hotspot to ISD 30m and 4 LPNs in each hotspot to better reflect typical deployments.

· There is no overhearing of the LPN transmissions to users that are dropped in other LPN clusters (i.e., other shopping malls) or to UEs classified as non-hotspot UEs, regardless of their geographical position. Similarly for uplink propagation. 
· The evaluations will use the full-buffer model and non-full-buffer FTP 1 model 
· FTP Model 1 must be used to decide on inclusion of any new DL MIMO enhancement feature in Rel-12
· FTP Model 1 with file size of 0.5 Mbytes,  and user arrival rate λ=2.5  and 4 (approximately 50% and 80% RU respectively, see TR 36.814)
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Appendix A – Detailed Simulation Assumptions
	Deployment scenarios
	1. SCE Scenario 1
2. SCE Scenario 2 
3. SCE Scenario 3
Frequency configuration:

Carrier Frequency Configuration

1

2

3 (recommended)

4 (optional)

Only for dense Macro

Macro

2 GHz

2.6 GHz

800 MHz

3.5 GHz

Small Cells

3.5 GHz

2.6 GHz

3.5 GHz

3.5 GHz

Baseline for association bias values,
0 dB only applied for RSRP as baseline

Any other values applied either for RSRP or RSRQ as optional

	Macro Layer Modeling
	UEs dropped as “non-hotspot” UEs has Indoor Probability 80% and Speed 3 km/h 
Dense Macro: 
· ISD 200m, 

· ITU UMi

· Antenna Height 10m
Typical Macro: 
· ISD 500m, 

· ITU UMa with indoor/outdoor modeling (TR 36.819)

· No outdoor in-car penetration loss
· Antenna Height 25 m
Indoor-outdoor modeling as described in TR 36.819 (repeated here for convenience)
· Indoor penetration loss for UMa 

1. Reuse the model from UMi 
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4. d : distance between UE and transmission node

5. din : independent uniform random value between [ 0, min(25,d) ] for each link

6. PLLOS/NLOS : pathloss of LOS or NLOS computed using the LOS probability for the given link.

· Note that ITU UMi LOS probability (to the wall) is also used for indoor users.

· Channel Model Parameters for UMa O-to-I

· Reuse Channel Model Parameters of UMa NLOS for UMa O-to-I

· Chanel Model Parameters of extended UMa are given in the following tables.
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	LPN layer modelling
	As described above

	Modelling Conventions 

(from TR 36.819)
	Distance measure:

· Distance d is measured in 2 dimensions 
· Applies to both path loss formula, as well as minimum Node/UE distances

Efficiency loss parameter, Peff, is appended to the path-loss of all deployment layers
· Enables modeling of coverage limited scenarios
· Default value of Peff is 0 dB
· Optional value of Peff is 7 dB, corresponding to a coverage limited deployment
· This can also be implemented by increasing the UE noise figure accordingly

	UE Parameters
	UE noise figure: 9 dB (Applicable in all scenarios)
UE Height: 1.5m



	System bandwidth
	20MHz 

	Possible transmission schemes in DL
	TM10

	Network synchronization
	Synchronized

	Antenna configuration
	For macro eNB and low power node:

· 2 Tx/Rx antennas
· 1 column, cross-polarized: X

	Antenna pattern
	For macro transmission: 
3D Antenna, Follow Annex A 2.1.1.1 Table A.2.1.1-2 in TR36.814
For low-power node: 
2D as baseline and 3D as optional
Antenna tilt: 0 or 10 degrees
Horizontal plane: omnidirectional
Vertical plane:
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 = 40 degrees,  SLAv = 20 dB

	Antenna gain + connector loss
	For macro eNB and high-power RRH: 17 dBi (in ITU)

For low power node: 5 dBi

	Channel estimation
	The evaluation will use non-ideal modeling of channel estimation on CSI-RS, orthogonal and quasi-orthogonal DM-RS, and CSI-IM. 

· The methodology of modeling channel estimation used for simulations should be described by each company. 

	UE receiver
	MMSE receiver with practical channel estimation
Description for the ‘MMSE receiver’ assumption 
· DM-RS Channel estimation
· only across layers in which the UE being scheduled 
· No knowledge of channel estimate coefficients of other co-scheduled DM-RS ports
· Assume that the total interference (i.e. including all signals other than the intended data signal) has diagonal covariance matrix
Impact of CRS interference from neighboring cells is to be modelled.

	DL overhead assumption
	Should be clarified for each transmission scheme, taking into account CSI-RS and PDSCH muting overhead, as well as PDCCH overhead corresponding to scheduling

	Traffic model
	The evaluations will use the full-buffer model and non-full-buffer FTP 1 model 

· FTP Model 1 must be used to decide on inclusion of any new small cell enhancement feature in Rel-12

· FTP Model 1 with file size of 0.5 Mbytes,  and user arrival rate λ=2.5  and 4 (approximately 50% and 80% RU respectively, see TR 36.814)

(as agreed for the Further Downlink MIMO Enhancement WI, see email discussion [71-12])

	Backhaul assumptions
	Non-ideal. See further Table 6.1-2 in TR36.932

	Link adaptation
	Non-ideal; details to be provided 


� Unless macro site acquisition is prohibited by administration, meeting an increasing capacity need is typically most cost effectively realized by initially densifying the macro network to an ISD of 200-300 meter, at which point further capacity improvements are most cost effectively realized by means of LPN deployments.
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