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1. Introduction
The updated Low Cost MTC study item [1] added extended coverage targets to [2]. One particular subcase is related to the triggered reports following Large Scale Events, which is analysed in [4]. This paper analyses the related PHY impact. 
2. Discussion
2.1. Background
As discussed in [4], the triggered reports are divided into two distinct categories:
A. Singular triggered reports are caused by local customer equipment (residence or office). In this case, the water, gas and electrical grid events may not correlated (independent events). Also the occurrences are memory-less, therefore there is no correlation between events. Accordingly, an exponential distribution model with a mean value of 30 s was agreed on [1].

B. Large Scale Events are caused by large scale grid failures possible following natural or man-made disasters. This type of events could cause triple grid failures. Unlike the singular event case, this type of events has a strong interdependence, the occurrences being determined by past events. The proposed distribution model is the negative binomial probability distribution [4].
2.2. Impact
PRACH loading is analysed, following the considerations made in #2.1, for singular and large scale triggered MTC reports, based on the following assumptions:

(i) Singular event triggered report is modelled by an exponential distribution:
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(ii) Large Scale Events are modelled by a negative binomial distribution:
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Where:
· “p” is the non-collision (success) probability over PRACH. Two sub-cases are considered:

· p=0.99 (regular operation)

· p=0.90 (degraded PRACH operation like extended coverage subcase).

· “r” is the number of trials until the success rate is achieved.
· The overall arrival time duration is 5s [4]

(iii) LTE MTC only access network considered

(iv) The following plots do not include higher layer counter-measures (BO and/or barring), targeting only the first PRACH attempt allocation, named hereby PRACH Attempt Intensity.

(v) Max PRACH density (time domain) is considered (10 PRACH subframes/frame).

Based on (1) and (2), the following results are obtained:
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Figure 1. Large Scale and Singular Event triggered report distributions for London and Tokyo cases.

Observation 1:

Large Scale events backed by reduced PRACH collision probability (p=0.99), could trigger a very high PRACH Attempt intensity, triggering massive PRACH overloads backed by decreased spectral efficiency due to the increased PRACH subframe allocation and increased RAN access times.

Observation 2:

Due to the very high PRACH Attempt rate intensity and compact latency rate range, higher layer counter-measures may not be effective for the Large Scale Event cases, when compact event reporting time range is required. 
Observation 3:

Large Scale events with moderate collision probability (p=0.90), while potentially increasing PRACH coverage, may trigger delays extending over the desired latency range.
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Figure 2.  Cumulative Distribution Function of Singular and Large Scale event triggered reports.
Proposal 1.

In order to address the massive PRACH overloading created by Large Scale Events backed by short latency times in MTC networks, new suitable solutions should be identified. 

2.3. Solution Work Frame
The massive PRACH overloading, following Large Scale event reporting as described hereby, would trigger the following consequences:

· Reporting delays beyond the desired reporting time range [4]. 

· Increased PRACH resource allocation degrading the user’s related spectrum efficiency.

· Increased PBCH traffic following a large scale outage completion and the entire amount of devices (previously impacted by the power failure) suddenly attempting RAN access.
· Sub-optimal higher layer counter-measures, causing access delays beyond the desired range as described above.

In order to combat this outcome, a new approach would be required including but not limited to the following:

· Define a procedure, allowing the MTC UEs subject to an imminent power failure to notify the network via a PRACH supported uni-directional message of an immediate MTC UE shut-down (also called Last Gasp Messaging). This could address PRACH overloading as a result of massive electrical grid failure, since a large amount of MTC devices no longer connected to the network as a result of power failure could be identified in advance of the network access following the completion of the power outage.

· Define a procedure allowing the MTC UEs subject to extreme condition (like fire, theft, flooding etc) to transmit with high priority short user messages over PRACH, termed U/C messaging. This would avoid PRACH overloading as a result of natural or man-made disasters, due to the a sudden surge in the PRACH access of MTC devices (previously in idle mode) attempting to report a large scale event..

Proposal 2: Define techniques able to support Last-Gasp and U/C Messaging in order to avoid PRACH overloading as result of Large Scale events triggered reporting
3. Conclusion 

This contribution discusses the specific problems raised by correlated access of multiple MTC devices following large scale events. The following ideas are summarized.
Observation 1:

Large Scale events backed by reduced PRACH collision probability (p=0.99), could trigger a very high PRACH Attempt intensity, triggering massive PRACH overloads backed by decreased spectral efficiency due to the increased PRACH subframe allocation and increased RAN access times.

Observation 2:

Due to the very high PRACH Attempt rate intensity and compact latency rate range, higher layer counter-measures may not be effective for the Large Scale Event cases, when compact event reporting time range is required. 

Observation 3:

Large Scale events with moderate collision probability (p=0.90), while potentially increasing PRACH coverage, may trigger delays extending over the desired latency range.

Proposal 1.

In order to address the massive PRACH overloading created by Large Scale Events backed by short latency times in MTC networks, new suitable solutions should be identified.
Proposal 2. 
Define techniques able to support Last-Gasp and U/C Messaging in order to avoid PRACH overloading as result of Large Scale events triggered reporting.
The work-frame for possible solutions is discussed in [5].
References 
[1] R1-125406. “Text Proposal for TR 36.888 to align with the updated SID on low cost MTC”. Huawei.
[2] RP-121441, Study on Provision of Low-cost MTC UEs based on LTE, Vodafone;
[3] 3GPP TR36.888 v2.0.0. “3rd Generation Partnership Project. Technical Specification Group Access Network; Study on provision of low-cost MTC UEs based on LTE (Release 11)

[4] R1-130169. “MTC Traffic Model/Characteristics concerning Large Scale Events”. Fujitsu
[5] R1-130108. “Considerations on issues of Low-cost MTC UEs based on LTE”.  Fujitsu

1

_1419934471.unknown

_1419934496.unknown

_1419934906.unknown

_1419934381.unknown

