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1 Introduction
In the post RAN1 71 email thread [71-07] on EPDCCH search space equation, the search space equation for localized EPDCCH has converged to the one captured in [1]. For distributed EPDCCH search space equation, there are two options on the table in the current stage:
Option 1) Reuse the Rel.10 search space equation for distributed EPDCCH;

Option 2) Reuse the localized search space equation for distributed EPDCCH.

Then one option should be down-selected in RAN1 72. Other aspects pending for agreement on search space equation include the definition of set specific Yk and how to handle cross carrier scheduling in the search space design. This contribution gives our views on these remaining issues.
2 Search space equation for distributed EPDCCH
During the email discussion the proponents of option 1, i.e. reusing Rel.10 search space equation for distributed EPDCCH, does not show any advantages for this option. However if we choose option 2, i.e. unify the localized and distributed EPDCCH search space equation, we observe several merits compared to option 1 for different EPDCCH configurations:

· Configuration 1: One UE is configured with two sets with different EPDCCH types, and the two sets are overlapped with each other.  In this case, even Yk of different set leads to the same starting ECCE, option 2 can efficiently decrease the blocking probability between the two sets because different candidates are distributed to different EREG groups. An example assuming the same Yk for two sets is shown in Fig.1. We assume 4/4 PRBs for localized/distributed sets respectively and the PRBs of both sets are fully overlapped with each other. AL=1 is considered in the example. Assuming 4 BD candidates for localized set and 2 BD candidates for distributed set, the EREGs used by localized candidates are highlighted in the upper figure of Fig.1. If option 1 is applied for distributed set as shown in bottom figure, one distributed EPDCCH blocks all localized candidates and vice versa. Then either the localized EPDCCH candidates or the distributed EPDCCH candidates can be utilized. On the other hand, if option 2 is used as shown in the middle figure, no blocking happens as long as eNB doesn’t assign ECCE 0 for distributed EPDCCH. 
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Fig.1 Example of localized and distributed EPDCCH inter-blocking for one UE assuming the same Yk for two sets (The cells with same index aggregate to one ECCE).

· Configuration 2: Each UE is configured with one set but different UEs are configured with different EPDCCH types. This is also a typical case since eNB may choose different EPDCCH types for different UE according to the UE’s CSI feedback mode. Since localized EPDCCH is used to realize the scheduling gain, eNB may firstly fill the shared ECCEs with localized candidates and secondly use the remaining EREGs to serve distributed EPDCCH. In Fig.2 and Fig.3, we compare the distributed EPDCCH blocking ratio of option 1 and option 2 assuming 50% localized UE are scheduled in each subframe. Detailed simulation assumptions are shown in the appendix.
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Fig.2. Block ratio (absolute and normalized) given different distributed search space equations (
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Fig.3. Block ratio (absolute and normalized) given different distributed search space equations (
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· Configuration 3: Each UE is configured with two EPDCCH sets with different types, and the two sets are fully or partially overlapped. Even UE specific offset is realized by hashing function, the blocking probability of option 1 is still higher than option 2 for different PRB combinations as shown in Fig.4 and Fig.5. 
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Fig.4 Block ratio (absolute and normalized) given different distributed search space equations (
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Fig.5 Block ratio (absolute and normalized) given different distributed search space equations (
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· Configuration 4: We also show the block ratio for the case that only one distributed set is configured for multiple UEs in Fig.6. Although we only listed results for several combinations in Fig.2~6, we simulated many other cases. From the simulations we found that option 2 is always better than or similar to option 1. Considering the obvious benefits of option 2 over option 1, we have the following proposal:
Proposal 1): Use the localized EPDCCH search space equation for distributed EPDCCH.
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Fig.6 Block ratio given different distributed search space equations (one distributed set
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3 Other aspects on search space design
The motivation of assigning different Yk for different EPDCCH set is to avoid one UE’s EPDCCH candidates belonging to different sets overlap with each other for the scenario that two sets configured for the UE are overlapped. As pointed out in the email discussion, both alternatives, i.e. the set specific offset and the different random number for different set, could solve this issue. However, set specific random number sometimes could result in a completely overlapped blind decoding candidate starting position if two sets are configured with the same EPDCCH type. So we prefer the solution of fixed offset on different EPDCCH sets. 
Proposal 2): Apply a fixed offset on Yk for different EPDCCH sets.
Since it has been agreed that EPDCCH could be used for cross carrier scheduling, another design aspect of search space equation is how to map the candidates when cross carrier scheduling is configured for UE. Reusing Rel.10 solution as captured in [1] is quite straightforward on this issue if no significant drawback is found. So our view is to reuse Rel.10 solution and minimize the standardization efforts.
Proposal 3): Reuse the Rel.10 solution for cross carrier scheduling in EPDCCH search space design.
4 Conclusion
This contribution focuses on the remaining issues of the search space equation including search space equation for distributed EPDCCH, Yk randomization between different EPDCCH sets and search space design for cross carrier scheduling. The proposals for these issues are recaptured as following:
Proposal 1): Use the same search space equation for distributed EPDCCH as localized EPDCCH.
Proposal 2): Apply a fixed offset on Yk for different EPDCCH sets.
Proposal 3): Reuse the Rel.10 solution for cross carrier scheduling in EPDCCH search space design.
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Appendix

Table 1 Simulation Assumptions on EPDCCH Blocking
	Parameter
	Value

	System bandwidth
	50RB

	ALs in the simulation
	[1 2 4 8 16]

	UE distribution on different ALs 
	[30% 45% 15% 8% 2%]

	Number of UE in one subframe 
	[2 4 6 8 10 12 14 16 18]

	Number of EREGs per ECCE
	4

	Yk initialization between different sets
	Fixed offset
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