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1. Introduction

In RAN1#70bis, the need to define blind decode split between aggregation level and between different ePDCCH sets was identified. An example of how such a split could be done was presented in a way forward [1]. In this contribution we present a refined blind decode split and discuss other open issues regarding blind decodes. 

2. Blind decode distribution 

At RAN1#70bis it was agreed to not add any additional RRC signaling for configuration selection. This implies that a single splitting of blind decodes needs to be defined in the specification either through splitting rules or by using a tabulated split for each possible ePDCCH allocation. For simplicity and readability we propose to use a tabulated blind decode split, based on design principles discussed below. The proposed blind decode split table is shown in Appendix A. 

Proposal 1: Define the blind decoding split between aggregation levels and in the case of K=2 sets, also between ePDCCH sets, by using a table showing all combinations of number of ePDCCH sets, set size and types. 

The table shown in Appendix A was obtained following these principles: first a nominal split for normal cyclic prefix and low overhead subframe cases was designed. When there is only a single set configured, K=1, we have compensated for the fact that one eCCE does not have 36 available RE on a legacy carrier type. Hence, for larger DCI format payloads, AL=1 will only be possible to use in very high SINR conditions or not at all in some high overhead cases. Hence, compared to PDCCH, we lower the BD count on AL=1 and instead move these BD to higher AL. 

Proposal 2: Blind decode attempts are reduced in the lowest AL and moved to higher AL to compensate for other signal overhead on legacy carrier types. 

Some general design rules for K=2 sets are then considered: sets of same type and size should have the same split of blind decodes as these two sets are equivalent. Furthermore, more blind decodes are allocated to larger sets than to smaller sets. This is natural as a larger set have more eCCE and could support more non-colliding blind decoding candidates. 

Thirdly, is it assumed that in cases with both a distributed and a localized set are configured, the distributed set is to some extent used as fallback for the localized set. This implies that larger aggregation levels are prioritized for the distributed set while the localized set is prioritized for smaller aggregation levels. To summarize these design rules for the nominal split (e.g. normal CP and number of available RE > 104) we state these principles: 

Proposal 3: If K=2, blind decodes are split equally between two ePDCCH sets of same type and size. 

Proposal 4: If K=2, the larger ePDCCH sets have more blind decodes than smaller set
Proposal 5: If K=2, with a localized and a distributed set, the localized set have more blind decodes for lower aggregation levels and the distributed have more blind decodes in the higher aggregation level. 

With the nominal split design in place, the values for cases with extended aggregation level and 8 eREGs per eCCE are based on this nominal split. A modification is made so that blind decodes (BD) are shifted towards lower aggregation levels. The motivation for this is that usually more robust operation is obtained for these extended cases (an eCCE can have up to 51 available RE). This is achieved by applying a scaling factor of 0.74 on the number of BD the highest aggregation level, shift leftover BD to the next lower aggregation level and again apply scaling, and so forth. Leftover BD after this procedure are then added to the lower AL. 

2.1. DCI dependent blind decode split

Different DCI formats may have significantly different number of bits. Due to this may a larger DCI format prefer a larger aggregation level compared to a smaller DCI format, given the same channel SINR. In LTE Rel8 the different DCI formats utilize not only the same blind decode split but even the same candidates. Each format size needs to be decoded separately but if different eCCEs is to be used for different DCI format, additional channel estimates and demodulations may be needed. It is not clear to us that the potential benefit of changing the Rel8 behavior is large enough to motivate this additional complexity. 

Proposal 6: The same ePDCCH candidates are searched for all DCI formats 

2.2. Supported aggregation levels

At RAN1#70 the following decisions was made regarding supported aggregation level

· Aggregation levels supported for EPDCCH are:

· In normal subframes (normal CP) or special subframe configs 3,4,8 (normal CP), and the available REs in a PRB pair is less than Xthresh, 

· For localised: 2, 4, 8, working assumption 16 subject to feasible search space design

· For distributed: 2, 4, 8, 16, working assumption 32 subject to feasible search space design

· In all other cases:

· For localised: 1, 2, 4, working assumption 8 subject to feasible search space design

· For distributed: 1, 2, 4, 8, working assumption 16 subject to feasible search space design

As can be seen from Table 2 in Appendix A we propose to ratify all the working assumptions in the agreement. The motivation for supporting higher aggregation level is to ensure good coverage also for ePDCCH and the cost in number of blind decodes is very low. Only one or 2 blind decodes needs to be spent on the highest aggregation level. 

With aggregation level larger than 4 with localized transmission the transmission will be spread over multiple resource blocks in case there are 4 eREG per eCCE, it may hence be difficult to fully utilize the possibility for frequency domain scheduling. However, nothing prevents the network to configure a localized ePDCCH set with pairs of PRB pairs adjacently configured, if full flexibility in configuration is adopted [2].  Even if PRB pairs in a localized set are configured to be widely spaced, diversity gain can be achieved for higher aggregation levels, together with wideband precoding. Hence, higher aggregation levels can also be viewed as a fallback mechanism within localized transmission set.

2.3. On the value of Xthresh

Also at RAN1#70 it was agreed to include a threshold in terms of number of available resource elements for ePDCCH, since for subframes with less available resource elements the aggregation level is increased by a factor of  two. A working assumption for this threshold was set to 104 REs in order to keep the coderate of DCI format 0/1A decodable also for AL=1. Table 1 presents the resulting worst coderate for different system bandwidths. 

Table 1 Worst possible coderate for Format 0/1A dependent on bandwidth with Xthresh = 104

	PRBs
	6
	15
	25
	50
	100

	FDD
	0,71
	0,75
	0,79
	0,83
	0,87

	TDD
	0,75
	0,79
	0,83
	0,87
	0,90


As can be seen the DCI format size depend heavily on the bandwidth. An alternative solution to having a fixed Xthresh would be to instead let it depend on the system bandwidth and be defined from a target maximum coderate for format 0/1A. This can be further discussed in RAN1. 
3. Conclusions

In this contribution we present a way of splitting blind decodes between configured sets and different aggregation levels. 

From the discussion in this paper we give a set of proposals: 

Proposal 1: Define the blind decoding split between aggregation levels and in the case of K=2 sets, also between ePDCCH sets, by using a table showing all combinations of number of ePDCCH sets, set size and types.
Proposal 2: Blind decode attempts are reduced in  the lowest AL and moved to higher AL to compensate for other signal overhead on legacy carrier types.
Proposal 3: If K=2, blind decodes are split equally between two ePDCCH sets of same type and size. 

Proposal 4: If K=2, the larger ePDCCH sets have more blind decodes than smaller set

Proposal 5: If K=2, with a localized and a distributed set, the localized set have more blind decodes for lower aggregation levels and the distributed have more blind decodes in the higher aggregation level. 

Proposal 6: The same ePDCCH candidates are searched for all DCI formats.
Based on this we propose a table for realizing the split, this table is presented in Appendix A. 

4. Appendix A
In this appendix a proposed table for blind decode splitting is provided. The table has been designed in order to make sure that no more than 16 candidates are used and in cases less than 16 candidates are available a full search of all possible candidates is assumed. Here ND is the number of configured distributed set and NL the number of configured localized sets. N1 is the number of resource block pairs for the first set, and N2 the number of resource block pairs for the second sets. In the case of one distributed and one localized set N1 is associated with the distributed set. The columns under each aggregation level (AL) represents the number of blind decodes for the set associated with N1 and N2 respectively for that aggregation level. Numbers in Table 2 also have a color coding; a black BD value indicates that the maximum number of BD for that AL is achieved (no more candidates exists for this AL) and a blue indicates that the value is bounded by the maximum number of 16 candidates (more candidates can potentially be moved to this AL).

Table 2 Distribution of blind decodes

	
	
	
	
	Normal subframes and special subframes, configuration 3, 4, 8, with available REs <Xthresh=104 and using normal CP
[1 eCCE = 4 eREG]
	

	
	
	
	
	AL=2
	AL=4
	AL=8
	AL=16
	AL=32
	total
	 
	 
	 
	 
	 
	 

	 
	 
	 
	 
	Special subframe configs 1,2,6,7,9 (normal CP) or normal subframe (extended CP) and special subframe configs 1,2,3,5,6 (extended CP)
 [1 eCCE = 8 eREG]
	All other cases
[1 eCCE = 4 eREG]

	ND
	NL
	N1
	N2
	AL=1
	AL=2
	AL=4
	AL=8
	AL=16
	total
	AL=1
	AL=2
	AL=4
	AL=8
	AL=16
	total

	 
	 
	8
	0
	4
	0
	5
	0
	4
	0
	2
	0
	1
	0
	16
	2
	0
	6
	0
	4
	0
	2
	0
	2
	0
	16

	1
	0
	4
	0
	8
	0
	4
	0
	2
	0
	1
	0
	0
	0
	15
	3
	0
	6
	0
	4
	0
	2
	0
	1
	0
	16

	 
	 
	2
	0
	4
	0
	2
	0
	1
	0
	0
	0
	0
	0
	7
	8
	0
	4
	0
	2
	0
	1
	0
	0
	0
	15

	 
	 
	8
	0
	5
	0
	8
	0
	2
	0
	1
	0
	0
	0
	16
	4
	0
	8
	0
	2
	0
	2
	0
	0
	0
	16

	0
	1
	4
	0
	8
	0
	4
	0
	2
	0
	1
	0
	0
	0
	15
	4
	0
	8
	0
	2
	0
	2
	0
	0
	0
	16

	 
	 
	2
	0
	4
	0
	2
	0
	1
	0
	0
	0
	0
	0
	7
	8
	0
	4
	0
	2
	0
	1
	0
	0
	0
	15

	 
	 
	8
	8
	2
	2
	3
	3
	1
	1
	1
	1
	1
	1
	16
	1
	1
	3
	3
	2
	2
	1
	1
	1
	1
	16

	 
	 
	8
	4
	3
	2
	4
	1
	2
	1
	1
	1
	1
	0
	16
	2
	1
	4
	2
	3
	1
	1
	1
	1
	0
	16

	2
	0
	8
	2
	3
	2
	4
	1
	3
	1
	1
	0
	1
	0
	16
	2
	1
	4
	1
	3
	1
	2
	1
	1
	0
	16

	 
	 
	4
	4
	3
	3
	3
	3
	1
	1
	1
	1
	0
	0
	16
	2
	2
	3
	3
	1
	1
	1
	1
	1
	1
	16

	 
	 
	4
	2
	4
	2
	4
	2
	2
	1
	1
	0
	0
	0
	16
	2
	1
	4
	2
	3
	1
	1
	1
	1
	0
	16

	 
	 
	2
	2
	4
	4
	2
	2
	1
	1
	0
	0
	0
	0
	14
	2
	2
	3
	3
	2
	2
	1
	1
	0
	0
	16

	 
	 
	8
	8
	3
	3
	3
	3
	1
	1
	1
	1
	0
	0
	16
	2
	2
	4
	4
	1
	1
	1
	1
	0
	0
	16

	 
	 
	8
	4
	4
	2
	4
	2
	1
	1
	1
	1
	0
	0
	16
	2
	1
	5
	3
	2
	1
	1
	1
	0
	0
	16

	0
	2
	8
	2
	5
	2
	5
	1
	1
	1
	1
	0
	0
	0
	16
	3
	1
	6
	1
	2
	1
	1
	1
	0
	0
	16

	 
	 
	4
	4
	3
	3
	3
	3
	1
	1
	1
	1
	0
	0
	16
	2
	2
	4
	4
	1
	1
	1
	1
	0
	0
	16

	 
	 
	4
	2
	4
	3
	4
	2
	1
	1
	1
	0
	0
	0
	16
	3
	2
	4
	2
	2
	1
	1
	1
	0
	0
	16

	 
	 
	2
	2
	4
	4
	2
	2
	1
	1
	0
	0
	0
	0
	14
	2
	2
	3
	3
	2
	2
	1
	1
	0
	0
	16

	 
	 
	8
	8
	2
	4
	2
	3
	1
	1
	1
	1
	1
	0
	16
	0
	4
	2
	4
	1
	1
	2
	1
	1
	0
	16

	 
	 
	8
	4
	2
	2
	2
	4
	2
	1
	1
	1
	1
	0
	16
	0
	2
	2
	4
	2
	2
	2
	1
	1
	0
	16

	 
	 
	4
	8
	2
	4
	1
	4
	2
	1
	1
	1
	0
	0
	16
	0
	4
	1
	4
	1
	2
	2
	1
	1
	0
	16

	1
	1
	8
	2
	2
	4
	3
	2
	2
	1
	1
	0
	1
	0
	16
	1
	2
	3
	2
	2
	2
	2
	1
	1
	0
	16

	 
	 
	2
	8
	2
	5
	2
	4
	1
	1
	0
	1
	0
	0
	16
	0
	4
	2
	4
	2
	2
	1
	1
	0
	0
	16

	 
	 
	4
	4
	2
	2
	3
	4
	2
	1
	1
	1
	0
	0
	16
	0
	2
	2
	4
	2
	2
	2
	1
	1
	0
	16

	 
	 
	4
	2
	2
	4
	4
	2
	2
	1
	1
	0
	0
	0
	16
	0
	2
	2
	4
	2
	2
	2
	1
	1
	0
	16

	 
	 
	2
	4
	2
	5
	2
	4
	1
	1
	0
	1
	0
	0
	16
	0
	4
	2
	4
	2
	2
	1
	1
	0
	0
	16

	 
	 
	2
	2
	4
	4
	2
	2
	1
	1
	0
	0
	0
	0
	14
	2
	2
	2
	4
	2
	2
	1
	1
	0
	0
	16
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