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1. Introduction

After lengthy discussion, agreements on search space of EPDCCH were made in RAN1 #70bis as follows:
Agreement (per CC):

· Maximum K = 2. KL and KD have following combinations: { KL = 1, KD = 0}, { KL = 0, KD = 1},  { KL = 1, KD = 1}, { KL = 0, KD = 2}, { KL = 2, KD = 0}.
· N = {2, 4, 8}

· N=8 is not supported when system bandwidth is <8 PRBs

· FFS whether further system bandwidth related restrictions to valid combinations of values of N and K can be agreed

· FFS whether to include N=16 for distributed. 
Conclusion: No consensus to introduce RRC signalling for configuration selection. 

The maximum number of K is agreed to be 2 to reduce specification effort and there is no consensus to introduce RRC signalling for configuration selection among different sets of numbers of BD candidates.

There are several remaining issues of search space and aggregation levels of EPDCCH as follows:

1. Supported aggregation levels

2. Split of BD candidates between TM dependent DCI and DCI 0/1A
3. Split of BD candidates between EPDCCH sets

4. Split of BD candidates between different aggregation levels

5. Value of Xthresh

6. The starting position of EPDCCH candidates

7. Search space equation of BD candidates
There are several WFs [1-2] proposed in RAN1 #70bis on some of the abovementioned remaining issues. However, no aggrement has been reached so far. In this contribution, we share our views and have some evaluations on these remaining issues to help make the final decision.
2. Discussion 
2.1 Supported aggregation levels

On supported aggregation levels, we share the view in [2]. Aggregation level 32 seems not that useful in practical. In normal subframes (normal CP) or special subframe configs 3,4,8 (normal CP), and the available REs in a PRB pair is less than Xthresh, the supported aggregation levels are 2, 4, 8, 16 for both localized transmission and distributed transmission. In all other cases, the supported aggregation levels are 1, 2, 4, 8 for localized transmission and 1, 2, 4, 8, 16 for distributed transmission.

Proposal 1: In normal subframes (normal CP) or special subframe configs 3,4,8 (normal CP), and the available REs in a PRB pair is less than Xthresh, the supported aggregation levels are 2, 4, 8, 16 for both localized transmission and distributed transmission. In all other cases, the supported aggregation levels are 1, 2, 4, 8 for localized transmission and 1, 2, 4, 8, 16 for distributed transmission.

2.2 
Split of BD candidates between TM dependent DCI and DCI 0/1A
In [2], it is proposed that without UL MIMO, the 32 BD trails are evenly shared by TM dependent DCI and DCI 0/1A, i.e. 16 BD trials for TM dependent DCI and 16 BD trials for DCI format 0/1A. This is to have the same behavior as legacy PDCCH. On the other hand, one possible scenario for biased split between TM dependent DCI and DCI 0/1A is when only localized EPDCCH sets are configured, i.e. the EPDCCH set combinations {KL = 2, KD = 0} and {KL = 1, KD = 0}. Generally, DCI 1A is for fallback operation without accurate CSI feedback in hand. Since the benefit of localized transmission can only be utilized when subband CSI is available, the role of DCI 1A becomes unclear when there are only localized EPDCCH sets. As a reulst, it may make sense to have biased split to TM dependent DCI when only localized EPDCCH sets are configured. Nevertheless, for other combinations, we see no benefits from having biased split.
Proposal 2: At least when KD>=1, the 32 BD trails are evenly shared by TM dependent DCI and DCI 0/1A, i.e. 16 for TM dependent DCI and 16 for DCI 0/1A.
2.3 
Split of BD candidates between EPDCCH sets
Because there can be maximum two EPDCCH sets configured for one UE, when there are two EPDCCH sets configured, how to split BD candidates between these two EPDCCH sets becomes an issue. From RAN1 discussions and WFs, EPDCCH set size and EPDCCH set type are two parameters may be used for biased split of BD candidates between two EPDCCH sets. Considering EPDCCH set size, if both EPDCCH sets have the same type (distributed or localised), it is suggested that the biased split of BD candidates between two sets are based on the ratio N1: N2 where N1 and N2 are the number of PRB pairs in each set. Given that there are total N BD candidates assigned for an aggregation level, the BD candidates of the aggregation level in each set are 
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 and . At first glance it seems intuitive to have more BD candidates for the larger EPDCCH set. However, from both blocking probability and resource efficiency perspective, the potential gain can be achieved by biased split is quite ambiguous to us. Considering that the specification effort from biased split, strong evidence of the potential gain from biased split between two EPDCCH sets is necessary.
In this contribution we have done simulations to examine whether biased split of BD candidates can really bring benefits on EPDCCH blocking probability and resource efficiency. For simplicity, only localized transmission is assumed. eNB tries to allocate low aggregation level candidates at first and if they are all blocked, eNB can resort to higher aggregation levels. There are total 20 UEs. However, the actual number of UE having EPDCCH transmission is a simulation parameter from 2 to 20. There are total 3 EPDCCH sets. Each UE is configured by 2 sets. All 20 UEs monitor the same one primary EPDCCH set. For the remaining two secondary sets, 10 UEs are configured for each. eNB tries to allocate primary set candidates at first and if they are all blocked, eNB will resort to the secondary set. Two diffierent EPDCCH sets configurations are evaluated. The first one has 8 PRB pairs in the primary set and 4 PRB pairs in each secondary set. The second one has 4 PRB pairs in the primary set and 8 PRB pairs in each secondary set. Total [6, 6, 2, 2] BD candidates are assigned for aggregation level 1, 2, 4, 8. For unbiased split, the total BD candidates are evenly shared by primary set and secondary set, i.e. [3, 3, 1, 1] candidates for each set. For biased split, the number of BD candidates is [4, 4, 1, 1] for the larger set with 8 PRB pairs and [2, 2, 1, 1] BD candidates for the smaller set with 4 PRB pairs. The UE-specific search space equation used in this simulation is assumed as the one proposed in section 2.7 to make uniformly distributed BD candidates for localized transmission.
Other detailed simulation parameters are in the appendix. The simulation results are depicted in fig.1 to fig.4. From the simulation results, we can see the performances of biased and unbiased split are very similar when there are 8 PRB pairs in the primary set and 4 PRB pairs in the secondary set regardless of the AL distribution. However, from fig.3 and fig.4, it is observed that when there are 4 PRB pairs in the primary set and 8 PRB pairs in the secondary set, the biased split lead to even worse performance compared to unbiased split. As a result, it is obvious that we should not have biased split of BD candidates between two EPDCCH sets based on the EPDCCH set size considering its specification effort and probably worse performance in some scenarios.
Observation: Biased split of BD candidates between EPDCCH sets based on EPDCCH set size can probably lead to worse performance compared to unbiased split.
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Figure 1 Peformance comparisons between biased and unbiased split when there are 8 PRB pairs in primary EPDCCH set and 4 PRB pairs in secondary EPDCCH set with AL distribution [60%, 30%, 6%, 4%]
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Figure 2 Peformance comparisons between biased and unbiased split when there are 8 PRB pairs in primary EPDCCH set and 4 PRB pairs in secondary EPDCCH set with AL distribution [30%, 60%, 6%, 4%]
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Figure 3 Peformance comparisons between biased and unbiased split when there are 4 PRB pairs in primary EPDCCH set and 8 PRB pairs in secondary EPDCCH set with AL distribution [60%, 30%, 6%, 4%]
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Figure 4 Peformance comparisons between biased and unbiased split when there are 4 PRB pairs in primary EPDCCH set and 8 PRB pairs in secondary EPDCCH set with AL distribution [30%, 60%, 6%, 4%]
On the other hand, in [1] it is also proposed to have biased split based on the EPDCCH set type when KD = 1 and KL = 1, e.g. BD candidates of low aggregation levels are biased to distributed EPDCCH set and BD candidates of high aggregation levels are biased to localized EPDCCH set. It is also noted that the table in [1] exclude BD candidates of high aggregation level from localized transmission and BD candidates of low aggregation level from distributed transmission. In our understanding, distributed transmission is mainly for fallback operation of localized transmission when both of them are configured. For localized transmission with high aggregation level, if the set size is large (e.g. 8), frequency-selective gain can still be achieved. If the set size is small (e.g. 2), localized transmission with high aggregation level is similar to the distributed transmission with high aggregation level. As a result, we don’t see the need to eliminate high aggregation levels for localized transmission. For distributed transmission, since it is for fallback operation of localized transmission, it seems reasonable for distributed set to also have low aggregation level BD candidates. However, we agree that the performance of localized transmission is expected to be better than distributed transmission especially for low aggregation levels. So it may have benefits if we allocate more BD trials of low aggregation levels for localized transmission. In conclusion, our view is that when there are two EPDCCH sets configured, split of BD candidates between two EPDCCH sets is unbiased regardless of the EPDCCH set size. The reasons are to reduce additional specification efforts and there is no clear gain (even some loss) from biased split. Biased split when KD=1 and KL= 1 is supported but both localized and distributed transmission have at least one BD candidates in the supported aggregation levels.
Proposal 3: When K = 2, BD candidates of each aggregation levels are evenly shared by the two EPDCCH sets regardless of the EPDCCH set size. Biased split when KD=1 and KL= 1 is supported but both localized and distributed transmission have at least one BD candidates in the supported aggregation levels.
2.4 Split of BD candidates between different aggregation levels
Legacy PDCCH has a fixed split of BD candidates between different aggregation levels by [6, 6, 2, 2]. Although different DCI formats have different code rate in PDCCH, this suboptimal split is acceptable because the fixed size of CCE and fixed supported aggregation levels which make sure the same code rate for the same DCI format. On the other hand, for EPDCCH, the size of ECCE and the supported aggregation levels are much very different in different cases. Even for the same DCI format, the effective code rate can vary a lot due to different system configurations. Therefore, reusing fixed split of BD candidates between different aggregation levels is not prefered.
Some companies suggested that the split can be based on the type of DCI format and either "In normal subframes (normal CP) or special subframe configs 3,4,8 (normal CP), and the available REs in a PRB pair is less than Xthresh" or "all other cases" as in [2]. However, since there is no consensus on introducing RRC signalling for configuration selection, only using these two parameters seems to be rather coarse and the potential benefits from biased split based on these two parameters are questionable. It is also noted that the value of Xthresh is still under discussion. We suggest to use the code rate of the BD candidates of the minimum supported aggregation level to select the set of numbers of BD candidates. This provides a more accurate selection and the principle can be applied on every DCI format and thus the sepecification effort can be reduced. An example is in table 1. From section 2.3, we believe the number of BD candidates should be evenly shared by the two sets regardless of the set size. As a result, table 1 is simpler compared to the table in [1]. It is noted that table 1 can be applied to TM dependent DCI and DCI 0/1A independently. They can probably have different split of BD candidates between different aggregation levels due to different payload size and therefore different code rate. It is also noted that we can define some rules to skip unnecessary blind decodings. For example, when there are only 2 PRB pairs in each EPDCCH set, UE will not decode the BD candidates of AL 16.
Table1 Split of BD candidates
	
	≥ Xthresh
	< Xthresh

	
	Code rate of AL 1 BD candidates ≥0.8
	Code rate of AL 1 BD candidates < 0.8
	Code rate of AL 2 BD candidates ≥0.8
	Code rate of AL 2 BD candidates < 0.8

	KL
	KD
	AL1
	AL2
	AL4
	AL8
	AL16
	AL1
	AL2
	AL4
	AL8
	AL16
	AL2
	AL4
	AL8
	AL16
	AL2
	AL4
	AL8
	AL16

	1
	0
	6
	6
	2
	2
	0
	8
	4
	2
	2
	0
	6
	6
	2
	2
	8
	4
	2
	2

	2
	0
	3,3
	3,3
	1,1
	1,1
	0,0
	4,4
	2,2
	1,1
	1,1
	0,0
	3,3
	3,3
	1,1
	1,1
	4,4
	2,2
	1,1
	1,1

	0
	1
	4
	6
	2
	2
	2
	6
	4
	2
	2
	2
	4
	6
	4
	2
	8
	4
	2
	2

	1
	1
	3,1
	4,2
	1,1
	1,1
	0,2
	4,2
	3,1
	1,1
	1,1
	0,2
	3,1
	4,2
	2,2
	1,1
	6,2
	3,1
	1,1
	1,1

	0
	2
	2,2
	3,3
	1,1
	1,1
	1,1
	3,3
	2,2
	1,1
	1,1
	1,1
	2,2
	3,3
	2,2
	1,1
	4,4
	2,2
	1,1
	1,1

	p.s. For the following situations, UE will not decode the corresponding BD candidates

   1. ALs cannot be supported due to small N value

   2. BD candidate is fully-overlapped with a previous BD candidate of the same AL and DCI format

   3. BD candidates has code rate > 0.9


On the other hand, if using code rate to select the set of numbers of BD candidates is not agreed, we fail to see the robust performance gain from variable split of BD candidates between different aggregation levels by only DCI format type and whether the available REs in the PRB pair is less than Xthresh or not. In this case, the fixed split of BD candidates between different aggregation levels as legacy PDCCH should be reused to reduce the specification effort.
Proposal 4: The split of BD candidates between different aggregation levels is as in table 1.
2.5 Value of Xthresh
It has been agreed that in normal subframes (normal CP) or special subframe configurations 3,4,8 (normal CP), aggregation levels supported for EPDCCH are determined based on the number of available REs in a PRB pair. The threshold value of the number of available REs in a PRB pair is discussed in [3] and a working assumption that Xthresh =104 is made. According to discussion in [3], the value of threshold is chosen to allow the same switching operation (different aggregation levels) in special subframe configuration #3 and #8. 104 is also able to keep about 0.8 code rate for DCI 1A. The minimum possible number of REs used by one DCI message is 104/4 =26. 

Yet, if 104 is chosen as the fixed threshold value, in some cases we will have BD candidates with code rate higher than 1 (e.g. aggregation level 1 BD candidates of DCI 2C). In general, if a codeword has code rate higher than 1, it is always non-decodable because reliable decoding cannot be achieved even with extremely high SINR. Take DCI format 2C in 10MHz FDD systems for example. The size of DCI payload is 58 (42+16 CRC bits). With QPSK modulation, 29 REs make exactly code rate 1. Having 104 as the threshold, it still possible that there are only 26~28 REs per ECCE. In this case, the aggregation level 1 BD candidates of DCI 2C have code rate higher than 1 and therefore are not usable. As a result, these BD candidates are nonsense for EPDCCH. Table 2 lists the payload size and the minimum required REs to achieve code rate no larger than 1 for DCI 1A and 2C. It is observed that for DCI 2C, in a lot of cases (colored in red, mainly in medium to large system bandwidth) the minimum required number of REs to achieve code rate no larger than 1 is larger than 26 REs which is the minimum possible size based on current working assumption 104. And it is noted that Table 2 does not consider the possible configuration of additional DCI bits and other large DCI formats (e.g. 2, 2A, 2B). It is also noticed that in practical code rate 1 is not enough for reliable decoding and generally the codeword with code rate above a certain threshold (e.g. 0.9) is regarded as non-decodable in practical. The problem will become even more severe if these aspects are considered.
One possible solution is to let UE simply skip decoding these BD candidates when code rate is higher than a certain threshold (e.g. 0.9), but UE will lose the probability to be scheduled at aggregation level 1 even with good channel condition. We understand the motivation of current woring assumption to keep the worst case fallback DCI code rate to 0.8. However, the main target of EPDCCH is TM dependent DCI (which is expected to be used more often especially for format 2C and format 2D). We can accept worse performance for TM dependent DCI but it seems unreasonable to have non-decodable BD candidate for TM-dependent DCI in a lot of cases. 

As a result, our view is that the threshold value for switching aggregation level should at least make the TM dependent DCI decodable in practical. To strike a balance between resource efficiency and reliablilty, it seems reasonable to have several predefined threshold values (e.g. 4 predefined threshold values) and it is dynamically selected based on the monitoring DCI payload size to make sure all BD candidates are decodable in practical. For example, 4 threshold value 104, 116, 128, 140 are predefined. With a DCI format 2C payload which has 58 bits and 33 REs are required for code rate smaller than 0.9, the threshold should be at least 33*4 = 132. Therefore, 140 is chosen as the threshold value. When different transmission modes, system bandwidth or additional configurations are configured, the threshold value should be dynamically selected according to the corresponding monitoring DCI payload size. This may skip the switching operation in special subframe configuration #3 and #8 when the threshold value is higher than or equal to 108, but it seems to be fairly trade-off.

Proposal 5: Multiple (e.g. 4) threshold values are predefined (e.g. 104, 116, 128, 140) and 1 threshold value is dynamically selected as Xthresh based on the monitoring DCI payload size to make sure all BD candidates are decodable in practical (e.g. with code rate < 0.9). It is possible that TM dependent DCI and DCI 0/1A have different Xthresh.
Table2 DCI payload size (bits)/minimum required number of REs to achieve code rate no larger than 1 (REs) for different FDD and TDD systems, additional bits from configuration is not counted

	Number of PRB pairs (Bandwidth)
	6(1.4 MHz)
	15(3MHz)
	25(5MHz)
	50(10MHz)
	75(15MHz)
	100(20MHz)

	Format 1A (FDD)
	36(bits)
/18(REs)
	38(bits)
/19(REs)
	40(bits)
/20(REs)
	42(bits)
/21(REs)
	43(bits)
/22(REs)
	44(bits)
/22(REs)

	Format 1A

(TDD)
	39(bits)
/20(REs)
	41(bits)
/21(REs)
	43(bits)
/22(REs)
	45(bits)
/23(REs)
	46(bits)
/23(REs)
	47(bits)
/24(REs)

	Format 2C

(FDD)
	46(bits)
/23(REs)
	49(bits)
/25(REs)
	54(bits)
/27(REs)
	58(bits)
/29(REs)
	60(bits)
/30(REs)
	66(bits)
/33(REs)

	Format 2C

(TDD)
	49(bits)
/25(REs)
	52(bits)
/26(REs)
	57(bits)
/29(REs)
	61(bits)
/31(REs)
	63(bits)
/32(REs)
	69(bits)
/35(REs)


2.6 The starting position of BD candidates
For the starting position of BD candidates, reusing similar hash function as legacy PDCCH is simple and straightforward. However, since at most two EPDCCH sets can be configured, there is an issue on whether the two EPDCCH sets share the same starting position or not when K =2. Some companies [4] have the view that different starting position can help reducing the blocking probability. There are also two alternatives proposed in [2] to have different starting position in each set: Having different hash functions between two EPDCCH sets and having starting position of the second set be decided by the offset from the first set.

However, we are not convinced by the above reason to introduce different starting positions between two EPDCCH sets. Even when two UEs have the same starting position in the two sets and therefore have the same BD candidates, it should be noted that the main bottleneck of blocking probability will not be these same BD candidates. A UE is blocked because all its usable BD candidates are occupied by other UEs. Two UEs have the same BD candidates seems to be easily blocked by each other. But a UE can only bear at most two DCI payloads and we seldom have a lot UEs having the same starting position. So actually the problem is not severe enough to introduce new hash function or offset. Simulations are done to evaluate the performance difference between the same hash function on two EPDCCH sets and the two alternatives proposed in [2]. The simulation setting is similar to section 2.3 and the detailed simulation parameters are in the appendix. From simulation results in fig.5 and fig.6, it is shown that the performance gain from different starting positions between two EPDCCH sets is marginal.
Observation: The performance gain from different starting positions between two EPDCCH sets is marginal.
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Figure 5 Peformance comparisons between different methods for EPDCCH starting positions with AL distribution [60%, 30%, 6%, 4%]
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Figure 6 Peformance comparisons between different methods for EPDCCH starting positions with AL distribution [30%, 60%, 6%, 4%]
Considering the marginal gain and the corresponding specification efforts from different starting positions in different sets, we prefer to have the same starting position derived by the same hash function for two different EPDCCH sets.
Proposal 6: The same hash function as legacy PDCCH is used for the starting position of EPDCCH BD candidates. The starting positions of two different EPDCCH sets are the same.
2.7 Search space equation of BD candidates

The search space equation is also related to EREG-ECCE mapping. It is obvious that EREG-ECCE mappings are different between localized and distributed EPDCCH and therefore they should have different search space equations. For localized EPDCCH, our view is that different BD candidates of one aggregation level should be uniformly distributed among the configured PRB pairs of the EPDCCH set. The distributed BD candidates targets on addtional FDS gains. The wireless channel has different fadings on frequency domain and it is easier to achieve FDS gains if different BD candidates of one aggregation level can undergo different fadings due to more options. As a result, we propose to have search space equation for localised EPDCCH to be:           
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The ECCE numbering is UE-specfic on each ECCE set. The parameters have the same definition as per TS36.213. This search space equation is a simple modification from search space equation of legacy PDCCH. It allocates different BD candidate uniformly distributed among the configured PRB pairs of the EPDCCH set.

Link level simulations are run to evaluate the proposed equation. The performance comparison between proposed uniformly distributed candidates and contiguous candidates whose search space equation is the same equation of legacy PDCCH is shown in fig.1. Two EPDCCH sets with 8 PRB pairs are configured. The detailed simulation assumptions are in appendix. eNB uses the BD candidate with the best CSI feedback for EPDCCH transmission. It is noted that only aggregation 1 and 2 are observed in the simulation. Because there is only one BD candidate in each set for aggregation level 4 and 8, the two evaluated scheme will have the same performance for aggregation level 4 and 8. We can see that the proposed equation have 3dB gain on aggregation level 1 and 2dB gain on aggregation level 2. It is clear that huge benefits can be achieved with the proposed equation.
For distributed ePDCCH, it is spreaded among N PRB pairs of one EPDCCH set. The behaviour of distributed transmission is similar to PDCCH and the search space equation of PDCCH can be simply reused with proper EREG-ECCE mapping. However, it can only be decided after the ECCE-EREG mapping is finalized for distributed transmission.
Proposal 7: For localized EPDCCH, the search space equation is
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The parameters have the same definition as per TS 36.213.
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Figure 7 Peformance comparison between uniformly distributed candidates and contiguous candidates
3 Conclusion
In this contribution, we discuss the remaining details of EPDCCH search space and aggregation levels and propose to:
Proposal 1: In normal subframes (normal CP) or special subframe configs 3,4,8 (normal CP), and the available REs in a PRB pair is less than Xthresh, the supported aggregation levels are 2, 4, 8, 16 for both localized transmission and distributed transmission. In all other cases, the supported aggregation levels are 1, 2, 4, 8 for localized transmission and 1, 2, 4, 8, 16 for distributed transmission.
Proposal 2: At least when KD>=1, the 32 BD trails are evenly shared by TM dependent DCI and DCI 0/1A, i.e. 16 for TM dependent DCI and 16 for DCI 0/1A.
Proposal 3: When K = 2, BD candidates of each aggregation levels are evenly shared by the two EPDCCH sets regardless of the EPDCCH set size. Biased split when KD=1 and KL= 1 is supported but both localized and distributed transmission have at least one BD candidates in the supported aggregation levels.
Proposal 4: The split of BD candidates is as in the following table.

	
	≥ Xthresh
	< Xthresh

	
	Code rate of AL 1 BD candidates ≥0.8
	Code rate of AL 1 BD candidates < 0.8
	Code rate of AL 2 BD candidates ≥0.8
	Code rate of AL 2 BD candidates < 0.8

	KL
	KD
	AL1
	AL2
	AL4
	AL8
	AL16
	AL1
	AL2
	AL4
	AL8
	AL16
	AL2
	AL4
	AL8
	AL16
	AL2
	AL4
	AL8
	AL16

	1
	0
	6
	6
	2
	2
	0
	8
	4
	2
	2
	0
	6
	6
	2
	2
	8
	4
	2
	2

	2
	0
	3,3
	3,3
	1,1
	1,1
	0,0
	4,4
	2,2
	1,1
	1,1
	0,0
	3,3
	3,3
	1,1
	1,1
	4,4
	2,2
	1,1
	1,1

	0
	1
	4
	6
	2
	2
	2
	6
	4
	2
	2
	2
	4
	6
	4
	2
	8
	4
	2
	2

	1
	1
	3,1
	4,2
	1,1
	1,1
	0,2
	4,2
	3,1
	1,1
	1,1
	0,2
	3,1
	4,2
	2,2
	1,1
	6,2
	3,1
	1,1
	1,1

	0
	2
	2,2
	3,3
	1,1
	1,1
	1,1
	3,3
	2,2
	1,1
	1,1
	1,1
	2,2
	3,3
	2,2
	1,1
	4,4
	2,2
	1,1
	1,1

	p.s. For the following situations, UE will not decode the corresponding BD candidates

   1. ALs cannot be supported due to small N value

   2. BD candidate is fully-overlapped with a previous BD candidate of the same AL and DCI format

   3. BD candidates has code rate > 0.9


Proposal 5: Multiple (e.g.4) threshold values are predefined (e.g. 104, 116, 128, 140) and 1 threshold value is dynamically selected as Xthresh based on the monitoring DCI payload size to make sure all BD candidates are decodable in practical (e.g. with code rate < 0.9). It is possible that TM dependent DCI and DCI 0/1A have different Xthresh.
Proposal 6: The same hash function as legacy PDCCH is used for the starting position of EPDCCH BD candidates. The starting positions of two different EPDCCH sets are the same.
Proposal 7: For localized EPDCCH, the search space equation is
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The parameters have the same definition as per TS 36.213.
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Appendix
Table 1 Simulation assumptions for section 2.3
	Maximum number of UE
	20

	Number of EPDCCH sets from eNB side
	3

	Number of EPDCCH sets from UE side
	2

	Number of PRB pairs in EPDCCH sets
	[primary set, secondary set 1, secondary set 2]:

1. [8, 4, 4],

2. [4, 8, 8]

	Number of ECCE per PRB pair
	4

	Aggregation level
	1, 2, 4, 8

	Number of BD candidates for each aggregation level
	[primary set, secondary set]:

1. [{3, 3, 1, 1}, {3, 3, 1, 1}]

2. [{4, 4, 1, 1}, {2, 2, 1, 1}]

3. [{2, 2, 1, 1}, {4, 4, 1, 1}]

	Distribution of aggregation levels
	1. [60% 30% 6% 4%]

2. [30% 60% 6% 4%]

	Number of simulation times per point
	5000


Table 2 Simulation assumptions for section 2.6

	Maximum number of UE
	20

	Number of EPDCCH sets from eNB side
	3

	Number of EPDCCH sets from UE side
	2

	Number of PRB pairs in EPDCCH sets
	4

	Number of ECCE per PRB pair
	4

	Starting position
	1. The same random starting position

2. The same random starting position with offset 1000 in set 2

3. Differet random starting positions

	Aggregation level
	1, 2, 4, 8

	Number of BD candidates for each aggregation level
	3, 3, 1, 1 for each EPDCCH set

	Distribution of aggregation levels
	3. [60% 30% 6% 4%]

4. [30% 60% 6% 4%]

	Number of simulation times per point
	50000


Table 3 Link level simulation assumptions for section 2.7

	System bandwith
	10 MHz

	DCI payload size
	42 bits

	Number of CRC bits
	16 bits

	Channel model
	ETU IID 2X2

	UE velocity
	3 km/hr

	ECCE size
	36 REs

	ECCE aggregation level
	1, 2, 4, 8 

	Precoding codebook
	Rel-10 codebook

	Channel estimation
	DMRS : 2D-MMSE 

CSIRS : 2D-MMSE

	Feedback mode
	PUSCH mode 3-1

	CSI feedback delay
	10 ms

	Aggregation level
	1, 2, 4, 8

	Number of PRB pairs per EPDCCH set
	8

	Number of configured EPDCCH set
	2

	Number of ECCEs per PRB pair
	4

	Number of blind decoding candidates
	3, 3, 1, 1 for each set
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