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1 Introduction

RAN1 discussed the details of ePDCCH search space design in last meeting and made the following agreements [1]: 

· Maximum K = 2. KL and KD have following combinations: { KL = 1, KD = 0}, { KL = 0, KD = 1},  { KL = 1, KD = 1}, { KL = 0, KD = 2}, { KL = 2, KD = 0}.
· N = {2, 4, 8}

· N=8 is not supported when system bandwidth is <8 PRBs

· FFS whether further system bandwidth related restrictions to valid combinations of values of N and K can be agreed

· Conclusion: No consensus to introduce RRC signalling for configuration selection. 

In this contribution, we express our view and propose details on the remaining aspects of search space design. 

2 Discussion
2.1
eCCE indexing
The remaining open issue in regarding the eCCE mapping is to define eCCE indexing to define the search space. RAN1 agreed same eREG to eCCE mapping within a PRB-pair for localised and distributed ePDCCH in last meeting [1]. To exploit frequency diversity gain and frequency selective gain for distributed and localized ePDCCH respectively, the following aspects needs to be considered.
1. Adjacent PRB-pairs could be used for localised ePDCCH, and DCIs are mapped to adjacent eCCEs.

2. Non-adjacent PRB-pairs could be used for distributed ePDCCH, and DCIs are mapped in a distributed manner among the eCCEs.

Figure 1 shows how eCCE index are defined for localised and distributed ePDCCH to form the composite eCCEs (i.e. search space). 
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Figure 1: Illustration of eCCE index defined for localised and distributed ePDCCH 

Let the following definition to define the eCCE index.

· The number of ePDCCH set is 
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· The size of ePDCCH set is 
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· The number of eCCE in a PRB-pair is 
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· The aggregation level is
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· Let the eREG from a PRB-pair be 
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The eCCE index for localized ePDCCH, 
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The eCCE index for distributed ePDCCH, 
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Proposal 1: We propose to consider adjacent eCCEs for localized ePDCCH and maximized eCCEs spacing for distributed ePDCCH when defining eCCE indexing for ePDCCH.

2.2
Supported aggregation levels
RAN1 agreed the following aggregation levels for localised and distributed ePDCCH independent of number PRB-pairs used for transmission [2]. 

· Aggregation levels supported for EPDCCH are:

· In normal subframes (normal CP) or special subframe configs 3,4,8 (normal CP), and the available REs in a PRB pair is less than Xthresh, 

· For localised: 2, 4, 8, working assumption 16 subject to feasible search space design

· For distributed: 2, 4, 8, 16, working assumption 32 subject to feasible search space design

· In all other cases:

· For localised: 1, 2, 4, working assumption 8 subject to feasible search space design

· For distributed: 1, 2, 4, 8, working assumption 16 subject to feasible search space design

Since maximum number of PRB-pairs supported for ePDCCH is 8, we do not see significant benefits of defining higher aggregation levels for ePDCCH than that of legacy PDCCH. Supporting higher aggregation level will increase blocking probability and complicate search space design. However, aggregation level of 16 is already agreed for distributed ePDCCH with 
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 to improve ePDCCH performance with distributed ePDCCH. We suggest considering the following for the open issues. 

· Not to support aggregation level 32 for distributed ePDCCH with
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· Support aggregation level 8 for localised ePDCCH with
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We summarize the supported aggregation levels in Table 2 below, and propose the following. 
Proposal 2: We propose to consider supporting aggregation level 8 for localised ePDCCH with
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Table 1: Supported aggregation levels for ePDCCH
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2.3

Search space design
Search space design aspects were discussed in last meeting, and we expressed our view in [3]. It should be noted that once composite eCCE is formed for localized and distributed ePDCCH, search space design and UE blind decoding procedures are nearly same for localized and distributed ePDCCH, except for supported aggregation levels. It should be also noted that once search space design for one ePDCCH set is defined then it is a question of dividing the blind decoding attempts among the two ePDCCH sets.

The search space design principles shall be applicable for both localised and distributed transmission. RAN1 already agreed that the number of PRB-pairs allocated for ePDCCH sets are indicated to UE by explicit RRC signalling. Therefore,   
· UE searches fixed number of ePDCCH PRB-pairs (
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) for candidate ePDCCH at different aggregation levels.
· The number of blind decoding attempts depends on the number of eCCEs per PRB-pair (
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Figure 2:  Illustration of ePDCCH search space candidates for 
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Figure 3: Illustration of ePDCCH search space candidates for 
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As shown in Figure 2 and Figure 3, the search space pattern for different aggregation levels are linked with the start of eCCE index. It should be noted that RAN1 already agreed that antenna ports are associated with eCCE index and explicitly defined in the specifications. This will allow limiting number of atenna ports allocated to UE to minimize antenna blocking probability. However, UE implementation complexity resulting from channel estimations for multiple antenna ports should be avoided by defining one anteena port for each UE. This is considered in defining the search space pattern in Figure 2 and Figure 3. 

The antenna port association  could be defined based on the approach used for legacy PDCCH search space starting index definition, described in section 9.1.1 of TS36.213. Let 
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 is the sub-frame number. The RNTI value used for 
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 is defined in TS36.213. Therefore, the UE could now identify the search space candidates to perform blind decoding attempts. Further, UE shall assume ePDCCH antenna port as 
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Table 2 shows the number of blind decoding attempts for the proposed search space pattern. It should be noted that total number of ePDCCH candidates is 16, which is in line with RAN1 agreement that ePDCCH USS blind decodes per CC is 32 or 48 depending on configuration of UL MIMO. 

Proposal 3: We propose to consider ePDCCH search space with limited search space positions to support the following aspects.

· Able to scale with number of allocated PRB-pairs, number of ePDCCH sets configured and the number of eCCEs within a PRB-pair.

· Able to reduce UE implementation complexity with antenna port association with eCCE index implicitly defined in the specification.
Table 2: ePDCCH candidates monitored by a UE
	Aggregation level 
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3. Blind decoding splits 

RAN1 agreed to define maximum of 2 ePDCCH sets. To reduce the UE implementation complexity due to blind decoding attempts, the total number of blind decoding attempts should be split between the configured sets. As seen in Table 2, the number of blind decoding attempts depends on the number of PRB-pairs. Therefore, the blind decoding split should be done based on allocated PRB-pairs (
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). 

Let define the following to describe the split between the two ePDCCH sets. 
· The ePDCCH set sizes are 
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· Total number of blind decoding candidates for an aggregation level 
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The number of blind decoding candidates with an aggregation level 
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· Case-1: If the allocated number of PRB-pairs in both sets are less than 4 (i.e., 
[image: image89.wmf]4

1

£

N

 and 
[image: image90.wmf]4

2

£

N

)

[image: image91.wmf])

,

(

2

1

eCCE

L

N

N

D

D

D

=

=


· Case-2: If the allocated number of PRB-pairs in both sets are equal to 8 (i.e., 
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· Case-3: Other cases 
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Basically, the split aims to keep the total number of blind decoding attempts unchanged with the total number of PRB-pairs allocated in both sets. For example, the number of blind decoding attempts with 8 PRB-pairs with 1 ePDCCH set is same as that of 4 PRB-pairs with 2 ePDCCH sets. 
Proposal 4: We propose to define the blind decoding split between the ePDCCH sets based allocated PRB-pairs in the sets.
3 Conclusion

We presented our views on ePDCCH search space design in this contribution, and we propose the following: 
Proposal 1: We propose to consider adjacent eCCEs for localized ePDCCH and maximized eCCEs spacing for distributed ePDCCH when defining eCCE indexing for ePDCCH.

Proposal 2: We propose to consider supporting aggregation level 8 for localised ePDCCH with 
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Proposal 3: We propose to consider ePDCCH search space with limited search space positions to support the following aspects.

· Able to scale with number of allocated PRB-pairs, number of ePDCCH sets configured and the number of eCCEs within a PRB-pair.

· Able to reduce UE implementation complexity with antenna port association with eCCE index implicitly defined in the specification.  

Proposal 4: We propose to define the blind decoding split between the ePDCCH sets based allocated PRB-pairs in the sets.
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