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1 Introduction

After some fruitful discussions at the RAN1#70 meeting, substantial progress has been achieved on the design of EPDCCH search space [1]:
· K ≥ 1 ePDCCH sets are configured in a UE specific manner

· Maximum number for K is selected later among 2, 3, 4, and 6

· The K sets do not have to all have the same value of N
· The total number of blind decoding attempts is independent from K

· The total blind decoding attempts for a UE should be split into configured K ePDCCH sets

· Each ePDCCH set is configured for either localized ePDCCH or distributed ePDCCH

· The K sets consist of KL sets for localized ePDCCH and KD sets for distributed ePDCCH (where KL or KD can be equal to 0), and not all combinations of KL and KD are necessarily supported for each possible value of K

· Details FFS

· PRB pairs of ePDCCH sets with different logical ePDCCH set indices can be fully overlapped, partially overlapped, or non-overlapping. 

The detailed design of the search space was further discussed at the RAN1#70bis meeting, and the following agreements have been achieved [2]:

· Maximum K = 2. KL and KD have following combinations: { KL = 1, KD = 0}, { KL = 0, KD = 1},  { KL = 1, KD = 1}, { KL = 0, KD = 2}, { KL = 2, KD = 0}.
· N = {2, 4, 8}

· N=8 is not supported when system bandwidth is <8 PRBs

· FFS whether further system bandwidth related restrictions to valid combinations of values of N and K can be agreed

However, there are still some open issues on the detail design of EPDCCH search space. In this contribution, we provide our considerations on the remaining open issues on search space design for EPDCCH.
2 Discussion

2.1 Search space and blind decoding
Since Rel-8, the search space is designed for PDCCH in order to impose as less restrictions as possible on the scheduler, while at the same time avoiding excessive blind decoding attempts by the UE. Such a concept should also be introduced for EPDCCH. However, unlike the case of PDCCH, more than one EPDCCH sets can be configured for a UE. If only one single (UE specific) search space is constructed for one UE with multiple EPDCCH sets, it may have to handle the case of blind searching across different EPDCCH sets, which inevitably complicates the design.

As discussed in [3], the eCCE is indexed per EPDCCH set. This implies that the blind searching, based on the eCCE index, should be performed within each EPDCCH set. To enable flexible multiplexing among UEs in the EPDCCH set, a hashing function can be employed for each EPDCCH set, so that the blind decoding candidates of multiple UEs can be randomly distributed within each EPDCCH set. Such a randomization also helps to evenly distribute the associated PUCCH A/N resources, so that further minimize the possibility of A/N resource collision [4]. Therefore, we suggest that:
Proposal 1: The EPDCCH search space is divided into K (1<=K<=2) search space subsets, each for one configured EPDCCH set. A hashing function is employed for each EPDCCH set, in order to distribute the blind decoding candidates of each UE randomly within the search space subset.
It has been agreed that at most two EPDCCH sets can be configured for one UE. Thus, the total blind decoding attempts should be divided between the two sets. A straightforward solution is to evenly distribute the total number of blind decoding attempts into these two subsets. However, considering that the resource (i.e. number of PRB pairs) configured for each EPDCCH set may vary among 2, 4, or 8 PRBs, simply dividing the blind decoding attempts evenly over the sets seems unreasonable.

A flexible solution by higher layer signaling configuring the number of blind decodes for each aggregation level per EPDCCH set, has been discussed in the previous meeting, however, there is no consensus to adopt this approach. Consequently, the split of blind decodes between two sets should be given in specification.

In the case that two EPDCCH sets of the same type are configured to exactly same size, evenly splitting the number of blind decodes is acceptable. If these two sets are configured with different sizes, the principle can be that the number of blind decodes assigned to the set is in proportion to the size of that set.

If different types of EPDCCH set are configured, evenly splitting the number of blind decodes between sets seems unfavorable. The main motivation of this configuration is to exploit the frequency selective gain in the localized set, while supporting fallback for robustness in the distributed set. For instance, if a UE is configured with both localized and distributed EPDCCH sets, it is probably preferred to assign DCI of high aggregation levels only in the distributed EPDCCH set, and DCI of low aggregation levels only in the localized set.
· For the localized set, the less number of blind decoding attempts on low aggregation levels may result in high blocking rate and inefficient resource usage;

· For the distributed set, the assigned blind decoding attempts on low aggregation level are not very useful, and vice versa.

Thus, evenly splitting the search space to these two sets is undesirable. We suggest that,
Proposal 2: The assignment of number of blind decodes for distributed set should bias toward higher aggregation level, while that for localized set biases toward lower aggregation level.
It is proposed in [3] that the working assumption of aggregation level 16/32 for distributed transmission is not supported. Thus only four EPDCCH formats are supported as shown in Table 1. Further, as discussed in [5], some combinations (e.g. N=8 together with N=2) are not necessarily to be supported.

According to the design principle discussed above, the split of blind decodes for each supported EPDCCH format between sets are shown in Table 2, for N=2, 4, and 8, respectively. It should be noted that there are three different cases:
1) Four eCCEs per PRB pair, and the lower aggregation level is one (i.e. available RE >= Xthresh);
2) Four eCCEs per PRB pair, and the lower aggregation level is two (i.e. available RE < Xthresh);
3) Two eCCEs per PRB pair, and the lower aggregation level is one.
However, from the perspective of supported aggregation level per PRB pair, case two and case three can be considered together, as both of them cannot support EPDCCH format 3 in the case of N=2. 
Table 1: Supported aggregation levels for EPDCCH.
	EPDCCH format
	Normal subframes and special subframes, configuration 3, 4, 8, with available RE < Xthresh and using normal cyclic perfix 
	All other cases

	
	Localized transmission
	Distributed transmission
	Localized transmission
	Distributed transmission

	0
	2
	2
	1
	1

	1
	4
	4
	2
	2

	2
	8
	8
	4
	4

	3
	16
	16
	8
	8


Table 2: Splitting of blind decodes.
	
	EPDCCH format

	
	4 eCCE per PRB with available RE >= Xthresh
	All other cases

	KL
	KD
	NPRB of set1
	NPRB  of set2
	0
	1
	2
	3
	0
	1
	2
	3

	1
	0
	8
	0
	8
	4
	2
	2
	8
	4
	2
	2

	
	
	4
	0
	8
	4
	2
	2
	8
	4
	2
	1

	
	
	2
	0
	8
	4
	2
	1
	4
	2
	1
	0

	2
	0
	8
	8
	4,4
	2,2
	1,1
	1,1
	4,4
	2,2
	1,1
	1,1

	
	
	8
	4
	6,2
	3,1
	1,1
	1,1
	6,2
	3,1
	1,1
	1,1

	
	
	4
	4
	4,4
	2,2
	1,1
	1,1
	4,4
	2,2
	1,1
	1,1

	
	
	4
	2
	6,3
	3,1
	1,1
	1,0
	6,3
	3,1
	1,1
	1,0

	
	
	2
	2
	4,4
	2,2
	1,1
	1,1
	4,4
	2,2
	1,1
	0,0

	0
	1
	0
	8
	6
	6
	2
	2
	6
	6
	2
	2

	
	
	0
	4
	6
	6
	2
	2
	8
	4
	2
	1

	
	
	0
	2
	8
	4
	2
	1
	4
	2
	1
	0

	0
	2
	8
	8
	3,3
	3,3
	1,1
	1,1
	3,3
	3,3
	1,1
	1,1

	
	
	8
	4
	4,2
	3,2
	2,1
	1,1
	4,2
	3,2
	2,1
	1,1

	
	
	4
	4
	3,3
	3,3
	1,1
	1,1
	3,3
	3,3
	1,1
	1,1

	
	
	4
	2
	4,2
	3,2
	2,1
	1,1
	4,2
	4,2
	2,1
	1,0

	
	
	2
	2
	4,4
	2,2
	1,1
	1,1
	4,4
	2,2
	1,1
	0,0

	1
	1
	8
	8
	8,0
	4,0
	1,2
	0,1
	8,0
	4,0
	1,2
	0,1

	
	
	4
	8
	6,0
	4,2
	1,2
	0,1
	6,0
	4,2
	1,2
	0,1

	
	
	4
	4
	8,0
	4,0
	1,2
	0,1
	8,0
	4,0
	1,2
	0,1

	
	
	2
	4
	6,0
	4,2
	1,2
	0,1
	4,4
	2,2
	1,2
	0,1

	
	
	2
	2
	4,4
	2,2
	1,1
	1,1
	4,4
	2,2
	1,1
	0,0


The maximum number of blind decodes for each case shown in Table 2 does not exceed 16, i.e. the number of blind decodes of PDCCH USS. For split of blind decodes for DCI, the total number of blind decoding attempts are evenly split between TM dependent DCI format and DCI format 0/1A for non-UL MIMO. 
Proposal 3: For split of blind decodes for DCI, the total number of blind decoding attempts are evenly split between TM dependent DCI format and DCI format 0/1A for non-UL MIMO.
In [3] the eCCE indexing and aggregating is discussed, which facilitates the hashing based blind search. In the sequel, the EPDCCH search space design would be considered and discussed separately for each type of EPDCCH sets. 

2.2 Search space for distributed EPDCCH set
The distributed EPDCCH is designed in order to exploit the frequency diversity gain. An eCCE should span over multiple PRB pairs as much as possible as discussed in [3]. As proposed in Section 2.1, a hashing function should be adopted for randomization of blind decoding candidates. Thanks to the similarity between the PDCCH and the distributed EPDCCH, the relation between the candidates and CCEs for PDCCH can be reused to a large extent for distributed EPDCCH. Therefore, for the eCCEs indexed as {0, 1, …, NeCCE –1} within the distributed EPDCCH set, the search space assuming no CIF can be determined by:
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where LED is the aggregation level for distributed EPDCCH, 
[image: image2.wmf]1

,

,

0

-

=

ED

ED

L

i

L

, 
[image: image3.wmf]1

,

,

0

)

(

-

=

L

ED

ED

M

m

L

, 
[image: image4.wmf])

(

L

ED

M

 is the configured number of blind decoding attempts for the distributed EPDCCH set, as discussed in Section 2.1, and NeCCE,k is the total number of eCCEs within the distributed set of subframe k. Moreover, Yk is the abovementioned hashing function, which can simply follow the same function defined in [6], for the sake of minimizing the standardization and implementation efforts.
Proposal 4: For distributed EPDCCH set, the search space is given by Eq. (1) in subframe k.
2.3 Search space for localized EPDCCH set
Unlike the case of distributed EPDCCH, it is desirable to group the consecutive eREGs into eCCEs, in order to achieve the frequency selective gain. On the other hand, the blind attempts should also be able to be distributed as much as possible into all the configured PRB for the localized EPDCCH set, and ensures that two consecutive blind attempts of the UE occur in different PRB pairs. Such a capability is important for the eNB to exploit potential frequency selective gain. For example, if four PRB pairs are configured for a localized set as illustrated in Fig. 1, it is desirable to select the best PRB for allocating the EPDCCH to the UE, according to the CSI feedback. Therefore, the search space should be designed in this way, such that if there are four consecutive blind attempts for the UE, these blind attempts should be located in different PRB pairs, so that the eNB can always have an opportunity to schedule the UE in the best PRB pair.

[image: image5]
Fig. 1: EPDCCH resource allocation example for N=4.
More specifically, the eREGs are continuously grouped as eCCEs and concatenated to form the search space, where the eCCEs are again indexed as {0, 1, …, NeCCE –1} with eCCE0 corresponding to the first eCCE in the PRB pair with the lowest RB index. The search space assuming no CIF for localized set can be determined by:
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where
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and LEL is the aggregation level for localized EPDCCH, 
[image: image8.wmf]1

,

,

0

-

=

EL

EL

L

i

L

, 
[image: image9.wmf]1

,

,

0

)

(

-

=

L

EL

EL

M

m

L

, 
[image: image10.wmf])

(

L

EL

M

 is the configured number of blind decoding attempts for the localized EPDCCH set, NeCCE,k is the total number of eCCEs within the localized set of subframe k, and Yk is the same hashing function as defined in [6].
Proposal 5: For localized EPDCCH set, continuous eREGs are grouped into eCCEs, on which the search space is given by Eq. (2) in subframe k.
3 Conclusion

In this contribution, we provide our views on the detailed design on EPDCCH search space design. Based on the discussions, we propose that:
Proposal 1: The EPDCCH search space is divided into K (1<=K<=2) search space subsets, each for one configured EPDCCH set. A hashing function is employed for each EPDCCH set, in order to distribute the blind decoding candidates of each UE randomly within the search space subset.
Proposal 2: The assignment of number of blind decodes for distributed set should bias toward higher aggregation level, while that for localized set biases toward lower aggregation level.
Proposal 3: For split of blind decodes for DCI, the total number of blind decoding attempts are evenly split between TM dependent DCI format and DCI format 0/1A for non-UL MIMO.
Proposal 4: For distributed EPDCCH set, the search space is given by Eq. (1) in subframe k.
Proposal 5: For localized EPDCCH set, continuous eREGs are grouped into eCCEs, on which the search space is given by Eq. (2) in subframe k.
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