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1. Introduction
In last RAN1 meeting, some agreements on EPDCCH to RE mapping and UE search space have been reached as follows:
Agreement:

· eREGs are grouped eREG group #0 {eREG#0,4,8,12}, eREG group #1 {eREG#1,5,9,13}, eREG group #2{eREG#2,6,10,14}, eREG group #3 {eREG#3,7,11,15} in EPDCCH set regardless of distributed EPDCCH set or localized EPDCCH set.

· When an eCCE is formed by 4 eREGs, an eCCE is formed by an eREG group.

· When an eCCE is formed by 8 eREGs, an eCCE is formed by two eREG groups.

· two eREG groups are eREG group #0/2 and eREG group #1/3

Agreement (per CC):

· Maximum K = 2. KL and KD have following combinations: { KL = 1, KD = 0}, { KL = 0, KD = 1},  { KL = 1, KD = 1}, { KL = 0, KD = 2}, { KL = 2, KD = 0}.

· N = {2, 4, 8}

· N=8 is not supported when system bandwidth is <8 PRBs

· FFS whether further system bandwidth related restrictions to valid combinations of values of N and K can be agreed

· FFS until Friday whether to include N=16 for distributed. 
In this contribution, we look into the remaining issues on eREG to eCCE mapping design, and provide some of our views on that. 
2. EREG to ECCE mapping design
In eREG to eCCE mapping design, the aspects need to be further considered including: which of the eREGs form an eCCE, how to index the eCCEs and how to aggregate eCCEs to form an EPDCCH candidate.
Among these aspects, the preconditioning issue is how to aggregate eCCEs to form an EPDCCH candidate when aggregation level is more than 1. One alternative is aggregating consecutive eCCEs to form an EPDCCH candidate and the other one is designing a new principle to aggregate eCCEs accordingly. In PDCCH, one candidate is formed by consecutive CCEs, and hence the straightforward solution is reusing this mapping method in EPDCCH, i.e., an eCCE is formed by consecutive eCCEs. Furthermore, as discussion in last meeting, different to PDCCH design, in EPDCCH design the mapping of eREGs to eCCEs are differentiated for localized and distributed transmission[1]. In that sense, it is hard to use common index of eCCEs for localized and distributed transmission. Therefore, our proposal is: 
Proposal 1: Aggregation level more than 1 is realized by consecutive eCCEs. i.e., aggregation level 2 is eCCE #n and eCCE#n+1. For localized and distributed eCCEs in one set, eCCEs can be indexed independently.
2.1. Localized transmission
For localized EPDCCH, the eCCEs should be allocated in as few PRB pairs as possible to exploit the beamforming and ICIC gain, and therefore we propose that:

Proposal 2: For localized transmission, the eCCEs in one set are indexed according to the following principle: first across eCCEs in one PRB pair, and then across PRB pairs.
2.2. Distributed transmission
For distributed EPDCCH, the eCCE should be distributed in as many PRB pairs as possible to obtain large diversity gain. In addition, to reduce the resource waste and blocking probability in potential multiplexing of localized and distributed EPDCCH in the same PRB, in principle we agree with the proposition in the WF[2] and propose as follows:
Proposal 3: For distributed eCCE with Q eREGs per eCCE (Q=4 or 8):
· In case distributed EPDCCH set size (N) is Q or larger, Q eREGs in an eCCE are located on Q different PRB pairs.

· In case distributed EPDCCH set size(N) is smaller than Q, Q EREGs in an ECCE are located on N different PRB pairs, with Q/N EREGs in each of the PRB pairs.
Another issue raised in WF[2] is “For distributed, higher aggregation level (L>1) with N=8 or larger, which REs should be allocated for an EPDCCH candidate”. Two alternatives are listed:
· Alt1. An EPDCCH candidate is distributed over min (N, Q*L) PRB pairs.

· Alt2. An EPDCCH candidate is distributed over min (N, Q) PRB pairs.

As been discussed, Alt 1 can obtain more sufficient diversity gain than Alt 2, while Alt 1 may increase the blocking rate between distributed and localized eCCEs in one set since eREGs distributing in as many PRB pairs as possible may cause that higher aggregation level candidate for localized cannot find proper consecutive available eCCEs. Since it has been agreed at RAN 1 #70 that a distributed EPDCCH is transmitted using the N PRB pairs in an EPDCCH set, we agree with Alt 1 that:

Proposal 4: For distributed, higher aggregation level (L>1) with N=8 or larger, which REs should be allocated for an EPDCCH candidate, an EPDCCH candidate is distributed over min (N, Q*L) PRB pairs.

Considering the potential increase of the blocking rate between distributed and localized eCCEs in one set with Alt 1, we further propose that the eCCEs in distributed transmission set are indexed as:

Proposal 5: The eCCEs in one set are indexed according to the following principle: first across eCCEs in one EREG group, and then across different EREG groups. 
Since it has been agreed that EPDCCH set size N is 2, 4 or 8, and also Q=4 or 8, the quantity of the combinations of N and Q is limited. To simplify the mapping design, certain pattern can be predefined based on the principles above. One example of such mapping pattern with (N=2, 4 or 8, Q=4) for distributed transmission is shown as Figure 1. 
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Figure 1.  An example of eREGs to eCCEs mapping for Q=4, N=2, 4 or 8. In the figure, “PX” in the left column of each figure means the PRB pair index in one EPDCCH set.  The above row of each figure represents the eCCE index.  Each block with “#X” represents the eREG # in the corresponding PRB pair. The eREGs with the same colour in one column belong to one eCCE. 
3. Conclusions
In this contribution, we discussed eREGs to eCCEs mapping issues, and gave our views as follows:
Proposal 1: Aggregation level more than 1 is realized by consecutive eCCEs. i.e., aggregation level 2 is eCCE #n and eCCE#n+1. For localized and distributed eCCEs in one set, eCCEs can be indexed independently.

For localized eCCEs:
Proposal 2: For localized transmission, the eCCEs in one set are indexed according to the following principle: first across eCCEs in one PRB pair, and then across PRB pairs.

For distributed eCCEs:

Proposal 3: For distributed eCCE with Q eREGs per eCCE (Q=4 or 8):

· In case distributed EPDCCH set size (N) is Q or larger, Q eREGs in an eCCE are located on Q different PRB pairs.

· In case distributed EPDCCH set size(N) is smaller than Q, Q EREGs in an ECCE are located on N different PRB pairs, with Q/N EREGs in each of the PRB pairs.
Proposal 4: For distributed, higher aggregation level (L>1) with N=8 or larger, which REs should be allocated for an EPDCCH candidate, an EPDCCH candidate is distributed over min(N, Q*L) PRB pairs.
Proposal 5: The eCCEs in one set are indexed according to the following principle: first across eCCEs in one EREG group, and then across different EREG groups. 
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