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1. Introduction

In RAN1 #70bis meeting, the E-PDCCH search space aspects were discussed with following agreements [1]:
Agreement (per CC):

· Maximum K = 2. KL and KD have following combinations: { KL = 1, KD = 0}, { KL = 0, KD = 1},  { KL = 1, KD = 1}, { KL = 0, KD = 2}, { KL = 2, KD = 0}.
· N = {2, 4, 8}

· N=8 is not supported when system bandwidth is <8 PRBs

· FFS whether further system bandwidth related restrictions to valid combinations of values of N and K can be agreed

In this contribution, we share our views on the resource configuration and the search space design for E-PDCCH. 
2. E-PDCCH set resource configuration
In [2], two resource configuration options of E-PDCCH set are discussed, which are RBG bitmap based method (option 1) and starting position based method (option 2). In both options, multiple non-contiguous E-PDCCH PRB pairs can be configured for E-PDCCH to facilitate the frequency selective scheduling for localized transmission and frequency diversity for distributed transmission. 
The analysis of the two options is given as the following where option 2 shows significant overhead reduction than option 1, as shown in table 1. Therefore we propose that option 2 is adopted. 
· Option 1: RBG bitmap based method, the PRB pairs used for E-PDCCH are indicated by RBG bitmap, RBG offset and cluster size. Figure 1 shows the definitions of option 1. 
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Figure 1: RBG bitmap based method (option 1)
· Option 2: Starting position based method, the PRB pairs used for E-PDCCH are indicate by a starting PRB index, E-PDCCH set size (i.e. the N value), and number of clusters. Figure 2 shows the definitions of option 2.
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Figure 2: starting position based method (option 2)

Given the possible values of N are 2, 4, or 8, at least two E-PDCCH clusters should be distributed to the system bandwidth in order to get frequency diversity. Therefore in option 2 the signaling of the starting PRB index of the 1st cluster can be limited to the half system bandwidth in order to reduce the overhead. Significant overhead reduction is achieved by option 2, especially in larger system bandwidth, as shown in table 1. 

Table 1: signaling overhead comparison between option 1and option 2

	                   System bandwidth

RA method
	6 PRB
	15 PRB
	25 PRB
	50 PRB
	75 PRB
	100 PRB

	Option 1 (total bits)
	8
	11
	16
	21
	23
	29

	RA type 0
	6
	8
	13
	17
	19
	15

	RBG offset
	0
	1
	1
	2
	2
	2

	Cluster size
	2
	2
	2
	2
	2
	2

	Option 2 (total bits)
	6
	7
	8
	9
	10
	10

	Starting PRB pair position 
	2
	3
	4
	5
	6
	6

	E-PDCCH set size  (i.e. N value)
	2
	2
	2
	2
	2
	2

	Number of clusters
	2
	2
	2
	2
	2
	2

	Overhead saving by option 2
	25%
	36%
	50%
	57%
	57%
	66%


Proposal 1: 
The N PRB pairs within an E-PDCCH set shall be configured with a manner of multiple PRB clusters evenly distributed in the system bandwidth and each cluster contain one or several contiguous PRB pairs. The PRB pairs within an E-PDCCH set shall be determined with a higher layer signaled starting PRB pair index of the 1st cluster (starting_position_0), the value of N and number of clusters. 
· The number of each PRB cluster is given by:

cluster size = E-PDCCH_set_size / number_of_clusters
· The starting PRB pair index of the ith cluster is derived by 
Starting_position_i = starting_position_0+i* frequency_interval

· Where the frequency interval between clusters is derived by 

Frequency_interval= ceil(Bandwidth / number_of_clusters)
3. E-PDCCH search space design

In [3], the RE mapping for localized and distributed E-CCE are discussed, the same E-REG indices are used to formalize the localized and distributed E-CCE. Distributed E-CCEs are indexed first within E-REG group and then across other E-REG group, and localized E-CCEs are indexed first by E-REG group within a PRB pair and then across other PRB pair. 
In case an E-PDCCH is transmitted with aggregation level higher than 1, it is more natural to use the consecutive E-CCE indices regardless of localized or distributed E-PDCCH.
· For localized transmission, the consecutive E-CCEs are located within the same or adjacent PRB pair, which is benefit for exploiting frequency selective scheduling and beamforming/precoding. 

· For distributed transmission, the consecutive E-CCEs are composed by E-REGs within a same E-REG group, which can reduce the E-REG blocking between the localized and distributed E-CCE in case localized and distributed E-PDCCH set are multiplexing in same PRB pairs. In addition, legacy PDCCH search space definition can be reused when E-CCEs with consecutive indices are aggregated.
Proposal 2: 
Consecutive E-CCE indices are aggregated for aggregation level higher than 1. 
3.1. Search space for localized E-PDCCH

Assuming 
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 E-PDCCH candidates exist on a localized E-PDCCH set 
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 for aggregation level
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, the localized E-PDCCH search space design is to determine which E-CCEs in the E-PDCCH set shall be used for the 
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 E-PDCCH candidates. For the design of localized E-PDCCH search space, the following principles are considered: 

· The localized E-PDCCH candidates shall be distributed evenly in the set of N PRB pairs in the E-PDCCH set, in order to fully exploit the frequency selective diversity.
· For aggregation level L, the spacing between two E-PDCCH candidate can be determined by 
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, which can scatter the E-PDCCH candidates into the whole PRB pairs in the E-PDCCH set, where 
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· In case 
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, all the E-CCEs within the E-PDCCH set shall be used as E-PDCCH candidates. Therefore, the spacing between two E-PDCCH candidates is L.
· Randomization on the starting E-CCE index of the E-PDCCH candidates shall be provided, in order to reduce the blockings among different UEs configured in the same E-PDCCH set.
· Rel-8 hash function can be reused to randomize the starting E-CCE index.

In summary, for localized E-PDCCH at aggregation level 
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in an E-PDCCH set k, the logical E-CCE indices corresponding to a localized E-PDCCH candidate 
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and 
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 is the number of localized E-PDCCH candidates for aggregation level 
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Proposal 3: 

For localized E-PDCCH at aggregation level 
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, the logical E-CCE indices corresponding to a localized E-PDCCH candidate 
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and 
[image: image36.wmf],

ECCEk

N

is the number of localized E-CCEs in E-PDCCH set 
[image: image37.wmf]k

; 
[image: image38.wmf]1

,...,

0

-

=

L

i

; 
[image: image39.wmf]()

0,...,1

L

k

mM

=-

; 
[image: image40.wmf])

(

L

k

M

 is the number of localized E-PDCCH candidates for aggregation level 
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3.2. Search space for distributed E-PDCCH

The search space for distributed E-PDCCH can largely reuse the Rel-8 PDCCH search space design. In other words, for distributed E-PDCCH at aggregation level 
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where, 
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 is the number of distributed E-PDCCH candidates for aggregation level 
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Proposal 4: 

Legacy PDCCH search space definition is reused for distributed E-PDCCH.
3.3. Search space for two E-PDCCH sets
The main motivation to configuring two E-PDCCH sets with the same type (i.e. localized or distributed) is reducing blocking probability. When the number of PRB pairs within an E-PDCCH set is large, e.g. N=8, it is also possible to configure two fully overlapped E-PDCCH sets with the same type for a UE. In such cases, applying different hash functions for each set can further randomize the CCE candidates within the PRB set so that the blocking probability is reduced. For example, the hash function for the two sets can be defined as the following.
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Proposal 5: 
If two E-PDCCH sets are configured for a UE, different hash functions shall be used for the two sets.
4. Conclusions

In this contribution, we share our views on resource configuration and search space design for E-PDCCH. Particularly, we have the following proposals:
Proposal 1: 

The N PRB pairs within an E-PDCCH set shall be configured with a manner of multiple PRB clusters evenly distributed in the system bandwidth and each cluster contain one or several contiguous PRB pairs. The PRB pairs within an E-PDCCH set shall be determined with a higher layer signaled starting PRB pair index of the 1st cluster (starting_position_0), the value of N and number of clusters. 
· The number of each PRB cluster is given by:

Cluster size = E-PDCCH_set_size / number_of_clusters
· The starting PRB pair index of the ith cluster is derived by 
Starting_position_i = starting_position_0+i* frequency_interval

· Where the frequency interval between clusters is derived by 

Frequency_interval= ceil(Bandwidth / number_of_clusters)
Proposal 2: 

Consecutive E-CCE indices are aggregated for aggregation level higher than 1. 
Proposal 3: For localized E-PDCCH at aggregation level 
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and 
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Proposal 4: For distributed E-PDCCH at aggregation level 
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where, 
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Proposal 5: If two E-PDCCH sets are configured for a UE, different hash functions shall be used for the two sets.
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