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1. Introduction

At the RAN1 #70 meeting in Qingdao, China RAN1 received three LS from RAN3 pertaining to the Rel. 11 work item on carrier-based HetNet ICIC for LTE [1]

 REF _Ref338689328 \r \h 
 \* MERGEFORMAT [2]

 REF _Ref338689322 \r \h 
 \* MERGEFORMAT [3]. These have not been treated hitherto in RAN1. Due to the possibility that the three incoming LS from RAN3 will be treated at the RAN1 #71 meeting in New Orleans, USA as indicated by the RAN1 chairman and in order to facilitate an expedited reply to RAN3, we present our views on the solutions for downlink interference mitigation discussed in RAN3 as part of the carrier-based HetNet ICIC work item.
2. Downlink interference in macro-pico environments
2.1. Review of existing concepts
To mitigate interference in the uplink, LTE defines two information elements as part of the X2AP load indication procedures: the UL Interference Overload Indication (OI) and the UL High Interference Indication (HII). The OI provides an indication of the interference conditions (high interference, medium interference, low interference) experienced in the uplink of the sending eNodeB whereas the HII is a report of the interference sensitivity foreseen by the sending eNodeB, for instance, to signal upcoming transmissions of cell-edge UEs. Both information elements have a granularity of one physical resource block. 
The interplay of OI and HII, which is left to eNodeB implementation, allows for both reactive and proactive load indication procedures between two eNodeBs connected via the X2 interface. An eNodeB can act prior to potentially causing high interference to neighboring cells by sending an HII or can react to high interference caused by neighboring eNodeBs by sending an OI. 
In the downlink, the X2AP procedures for load indication also know two information elements, namely, the Relative Narrowband Transmit Power (RNTP) indicator and the ABS Information.
 In addition, the Invoke Indication allows the sending eNodeB to signal which type of information it would like the receiving eNodeB to send back. The RNTP indicator can be thought of as the downlink equivalent to the HII in the uplink: it is a proactive measure informing neighbouring eNodeBs about upcoming scheduling decisions in the form of a “promise” to keep the transmit power, per physical resource block, below a certain configurable threshold. By taking such information into account when scheduling users multiple cells can coordinate the use of frequency domain resources for the purpose of intercell interference coordination. 
2.2. Problem description and discussion of proposed solutions
By and large, the proposed solutions in [4] are combinations or enhancements of existing load indication procedures from prior releases to optimize CA-based HetNet deployments as described in [5]. In particular, to optimize the configuration of component carriers for UEs suffering from strong interference, the frequency domain ICIC RRM functions managing radio resource blocks between eNodeBs controlling intra-frequency neighbouring cells need to be evolved to allow for interference coordination between eNodeBs controlling inter-frequency neighbouring cells as well. Through coordinated PCell handovers and SCell re-configurations, the network can then alleviate strong interference from the macro eNodeB to cell-edge users served by the pico eNodeB in order to offload more users from the macro layer to the pico layer. Such a scenario is s depicted in Figure 1.
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Figure 1: Pico UEs at the cell-edge experience strong interference from the macro eNodeB
As is apparent from Section 2.1, the OI does not have a direct counterpart in the downlink. The group of solutions in [2] labelled 1-A, 1-B, and 1-C thus proposes to introduce X2AP procedures for interference indication in the downlink similar to the overload indication in the uplink. Such enhancements represent reactive measures which allow an eNodeB to inform neighbouring eNodeBs about downlink interference problems on a specific carrier, potentially separately for data and control channels (solutions 1-B and 1-C respectively). To facilitate an optimal selection of resources across cells, this information needs to be augmented with carrier-specific load information advising the receiving eNodeB about the percentage of users who use this carrier as PCell. Such enhancements could be further improved by allowing bidirectional communication among eNodeBs, e.g., following the invoke procedures defined for ABS in Rel. 10 where an eNodeB can send a resource status request to receive a resource status update. The PCell/SCell carrier loading in the resource status update message could be binary indicating that the majority of users are configured with PCell on that carrier or integer with the percentage of PCell users for a given carrier. Carrier-specific interference indication for downlink data and/or control channels could be binary or enumerated as specified for the OI. Such details, of course, are outside the scope of RAN1. 

Observation 1: Solution 1 in [2] is based on existing X2AP procedures and would be beneficial to the optimization of CA-based HetNets. No RAN1 impact is foreseen.

While the downlink RNTP indicator allows for proactive interference coordination among multiple eNodeBs it is unidirectional in that the sending eNodeB derives its RNTP bitmap based on a self-configured threshold. RAN3 has thus discussed solutions where 
· one eNodeB indicates to another eNodeB for which threshold it would like to receive the RNTP bitmap;

· one eNodeB indicates to another eNodeB to increment or decrement the RNTP threshold;

· one eNodeB requests another eNodeB to configure protected resources by reducing the transmit power
hereafter referred to as solution 3-A. We note that such solutions are more complex than solution 1 above since the sending eNodeB must derive the RNTP threshold, offset, or transmit power recommendation it includes in the invoke indication. Second, the receiving eNodeB might not be able to fulfil such requests. At least such cases need further study in RAN1 before a recommendation can be made to RAN3 to observe potential gains and the accompanying complexity increase. 
At the same time, such solutions seem to be complementary to solution 1 above offering additional benefits. For example, solution 1 might result in an optimal configuration of PCells and SCells at the macro-layer and pico-layer, respectively and additional improvement could be achieved by optimizing the transmit power on each carrier. In Figure 1, for instance, after the macro cell has configured its UEs with C1 as PCell and C2 as SCell and accordingly, the pico cell has configured C2 as PCell and C1 as SCell, the macro eNodeB could schedule cell-interior UEs on the SCell assuming the transmit power is such that no significant interference at the cell-edge with the pico eNodeB is introduced. This could be achieved by means outlined in solution 3-A. Such gains, however, would need to be investigated first. 

Observation 2: Solution 3-A in [2] appears to be more complex than solution 1. Solution 3-A could be complementary to solution 1. An investigation of potential system-level performance gains would be beneficial.

Finally, solution 3 in [2] seems to be a complement to solution 1. In the latter, the eNodeBs exchange carrier-specific load and interference information such that PCells and SCells can be configured accordingly in each eNodeB. Solution 3-B, on the other hand, aims at configuring protected resources (component carriers) which are then exchanged via the X2 interface. From a RAN1 perspective, it should not matter how the network arrives at protected carriers and both approaches seem to have precedence in LTE: solution 1 is similar to the OI for the uplink and solution 3-B is similar to the time-domain resource protection in Rel. 10 where eNodeBs configure protected resources and exchange such information to mitigate severe interference.
Observation 3: Solution 3-B in [2] has similar performance benefits than solution 1. Both try to establish protected resources. In solution 1, the protected resources are inferred from measurements received from neighbouring eNodeBs. In solution 3-B, the protected resources are configured at the eNodeB and then distributed to neighbours. Similar to solution 1, solution 3-B could be combined with solution 3-A, e.g., if C1 is a protected resource solution 3-A could be used to optimize the transmit power of the macro eNodeB on C1.
3. Conclusion

Based on our observations, we conclude that RAN1 should recommend to RAN3 to either implement solution 1 or 3-B which are seen as a complement to each other. To end up with a recommendation for solution 3-B, further studies are deemed necessary. 
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� ABS information is beyond the scope of this paper due to its time-domain nature
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