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Introduction
CSI feedback for DL CoMP was progressed significantly in RAN1#70bis. A handful of opening issues were discussed where the following agreements were reached.  
Agreement: 
· No CSI multiplexing on PUCCH.
One of the outstanding issues is whether to support RI-reference-process on PUCCH, and how to handle RI feedback and collision if it occurs. In this contribution we discuss these issues.  
RI-reference-process has been agreed on aperiodic PUSCH. The rank report of the “slave process” or “constrained process” may inherit the rank value of its RI-reference-process when configured, so that CQI/MI of multiple CSI-processes will belong to a common rank value which is beneficial for CoMP scheduling. In addition, the RI of each CSI-process shall always be reported on PUSCH without compression, even if it may bear the same value as its RI-reference-process. The primary reason for not adopting RI compression is to avoid multiple CSI transmitter / receiver designs that may complicate the eNB/UE implementation without clear performance benefit. These considerations shall be taken into account in the discussion of RI-reference-process for PUCCH.
Discussion

RI-reference-process
The benefits of RI-reference-process have been clear from the discussion in the last meeting, based on which it was agreed to introduce RI-reference-process on PUSCH. The same benefits can be similarly foreseen for CSI on PUCCH. As a consequence, it is possible to also consider RI-reference-process on PUCCH for multiple CSI-processes in Rel.11. However, considering this is the last meeting for completing the Rel.11 specification, support of RI-reference-process on PUCCH should be achieved with minimum specification efforts and implementation complexities. 

Proposal:
· RI-reference-process may be considered for PUCCH 
· This should be achieved in a straightforward manner based on the current agreements of CoMP CSI feedback, without any unnecessary specification and/or implementation complexities.

PUCCH reporting timeline
For multi-CSI feedback (e.g. CA or CA+CoMP), no CSI multiplexing is supported. Therefore each PUCCH transmission comprises of a single CSI type (e.g. type 1/1a/2/2a/2b/2c/3/4/5/6) corresponding to a single CSI-process on a single CC. Collision is handled by priority ordering between CSI-processes.
When a “slave process” is configured with a reference-process, the RI report of the slave-process inherits that of its RI-reference-process. For PUSCH, RI of the slave process is always transmitted without compression. It is preferable to adopt the same principle on PUCCH where UE shall always report the RI of the slave process, following the periodic reporting timeline given in Fig.1. By avoiding different PUCCH timelines under various configuration scenarios, lower implementation complexity is achieved.



Fig. 1: Baseline PUCCH reporting timeline
Dropping RI report of the slave process has been proposed in the last meeting, for which two alternatives exist, depicted in Fig. 2 (a) and Fig. 2 (b). Herein it is assumed that there are two CSI-processes, where CSI-process-1 is configured as the RI-reference-process for CSI-process-2. Both alternatives are problematic in our view.



Fig. 1 (a): RI dropping (Alt-1)



Fig. 2(b): RI dropping (Alt-2)

· RI dropping in Fig. 2 (a) is not preferred because it changes the PUCCH reporting timeline than without RI-reference-process. This adds to the UE transmitter and eNB receiver complexities, and is not desirable.
· RI dropping in Fig. 2(b) does not change the reporting timeline of PUCCH, but simply not transmits RI on its scheduled reporting instance. First of all it is unclear if this brings any significant performance gain, if any. Secondly, it is not applicable to 8Tx feedback modes where RI is jointly coded with other CSI components (e.g. PTI or W1), where dropping RI will also drop the jointly encoded CSI component and leave the ensuing CQI/PMI feedback meaningless. Inheritance of other CSI component (e.g. PIT or W1) does not solve the problem either, because even if different CSI-processes may be configured in the same feedback mode (e.g. mode 2-1), their CSI feedback contents could be different depending on the CSI-RS configuration. For instance, a 2Tx CSI-process and 8Tx CSI-process can be both configured in PUCCH mode 2-1, whereas PTI only exists for the 8Tx CSI-process and cannot be inherited from the 2Tx CSI-process. Given the independent configuration of CSI-RS ports and PUCCH periodicities/offsets of up to four CSI-processes, this alternative creates a rather large number of complicated scenarios, and is hence not preferred.
It is our view that maintaining a single PUCCH reporting timeline is important for reducing the eNB/UE implementation effort and to avoid any potential PUCCH collision handling complications that may arise. After all, simplifying eNB/UE implementation is one of the reasons to introduce RI-reference-process in the first place, and it is unfortunate if implementation has to be complicated in order to support this feature. 

Proposal:
· There is no rank compression on PUCCH. 

Fortunately, the current RAN1 agreements provide ample support for RI-reference-process on PUCCH according to the baseline timeline provided in Fig.1, without any specification changes. Specially, the current RAN1 agreements specify that:
· Each CSI-process is independently configured 
· In the events of collision, all but one CSI-process is dropped, where dropping follows the agreed priority order.
As such each CSI-process basically follows its own configured PUCCH reporting periodicity/offset, irrespective whether a RI-reference-process is configured or not. A slave process should always transmit the RI value of its RI-reference-process on its configured PUCCH instance, which is similar to PUSCH. Collision is handled by current RAN1 agreements. This ensures a common mechanism for supporting RI-reference-process on PUCCH and PUSCH, eliminating any unnecessary implementation complexity. 

Summary

In this contribution we discussed RI-reference-process on PUCCH. Based on the discussion, our current views are as follows.

Proposal: 
· RI-reference-process can be supported on PUCCH without additional specification efforts.
· No rank compression on PUCCH, which is the same principle as PUSCH.
· PUCCH feedback timeline remains the same, regardless if RI-reference-process is configured.
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