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1. Introduction

This contribution discusses the number of blind decoding candidates for each aggregation level for the different possible configurations of EPDCCH sets. 
The relevant parameters which determine the blind decoding candidates are assumed to be: 

· The number of EPDCCH sets configured (either 1 or 2)

· Whether each set is for localised or distributed transmission of EPDCCH

· The number of PRB pairs allocated for each EPDCCH set (2, 4, or 8)

· The number or REs per PRB pair available for EPDCCH

· The subframe configuration (Normal or Special)

· The cyclic prefix (Normal or Extended)

This discussion does not take into account the DCI payload, and assumes as a baseline DCI format 1A. 

The starting point is the number of blind decoding candidates per aggregation level {1,2,4,8} defined for PDCCH in Rel 8, i.e. {6,6,2,2}, and totalling 16 bind decodes. However, for EPDCCH it seems more convenient to consider blind decodes per EPDCCH format.
2. Number of candidates per configuration 
The numbers of candidates proposed for each EPDCCH format for a single DCI format are given for different configurations in the following tables. Currently in Rel 11 36.211, depending on the configuration, there are 16 EREGs per PRB pair, and there may be 2 or 4 ECCEs per PRB pair. Further, EPDCCH formats {0,1,2,3,4} may correspond to either {1,2,4,8,16} or {2,4,8,16,32} ECCEs. However, the maximum number of DCI messages per PRB pair for each EPDCCH format may be either {4,2,1,0.5,0.25} referred to here as the “Normal” case or {2,1,0.5,0.25,0.125} referred to here as the “Otherwise” case.  

In each case the highest aggregation level (in terms of ECCEs per DCI message) is only applicable for distributed transmission.  

The main motivations for the design are similar to those expressed in the WF [1]: 

· Balanced split of BDs between EPDCCH sets of equal size 

· Biased split for EPDCCH sets of different sizes

· Bias towards higher aggregation levels for distributed EPDCCH

In some cases, the number of PRB pairs allocated is not sufficient to support the numbers of blind decodes defined for Rel 8. In such cases the allocation of candidates to aggregation levels (or EPDCCH formats) is modified, as far as is possible, to bring the total to16 blind decodes.

Additional comments on the motivations for the different case are given below.  
Table1: Blind decodes for one EPDCCH set, localised (KL=1, KD=0)
	
	Normal
	Otherwise

	Number of PRB pairs
	2
	4
	8
	2
	4
	8

	BDs per EPDCCH format: {0,1,2,3,4}
	{8,4,2,1,0}
	{6,6,2,2,0}
	{6,6,2,2,0}


	{4,2,1,0,0}
	{8,4,2,1,0}


	{6,6,2,2,0}


Table 2: Blind decodes for one EPDCCH set, distributed (KD=1, KL=0)
	
	Normal
	Otherwise

	Number of PRB pairs
	2
	4
	8
	2
	4
	8

	BDs per EPDCCH format: {0,1,2,3,4}
	{8,4,2,1,0}
	{4,6,3,2,1}
	{4,5,3,2,2}


	{4,2,1,0,0}
	{8,4,2,1,0}


	{4,6,3,2,1}


The values here are similar to Table 1, but modified to include the higher aggregation level corresponding to EPDCCH format 4 where possible, and generally biased towards higher aggregation levels.
Table 3: Blind decodes for mixed localised and distributed (KL=1, KD=1) 
	
	Normal
	Otherwise

	
	N1 PRB pairs localised 
	N1 PRB pairs localised

	
	2
	4
	8
	2
	4
	8

	BDs per EPDCCH format and per set
	N2 PRB pairs distributed


	2
	{3,3,1,1,0} {3,3,1,1,0}
	{3,3,1,1,0} {3,3,1,1,0}
	{3,3,1,1,0} {3,3,1,1,0}
	{4,2,1,0,0} {4,2,1,0,0}
	{4,3,1,1,0} {4,2,1,0,0}
	{4,3,1,1,0} {4,2,1,0,0}

	
	
	4
	{3,3,1,1,0}

{3,3,1,1,0}
	{3,3,1,1,0}

{3,3,1,1,0}
	{3,3,1,1,0}

{3,3,1,1,0}
	{4,2,1,0,0}

{4,3,1,1,0}
	{3,3,1,1,0}

{3,3,1,1,0}
	{3,3,1,1,0}

{3,3,1,1,0}

	
	
	8
	{3,3,1,1,0}

{3,2,1,1,1}
	{3,3,1,1,0}

{3,2,1,1,1}
	{3,3,1,1,0}

{3,2,1,1,1}
	{4,2,1,0,0}

{3,3,1,1,1}
	{3,3,1,1,0}

{3,2,1,1,1}
	{3,3,1,1,0}

{3,2,1,1,1}


Here the blind decoding candidates are split equally between the two sets, as far as possible. This allows the UE to receive localized EPDCCH, with distributed as a fallback. Another possible approach as in [1] would be to bias towards higher aggregation levels for the distributed set.
Table 4: Blind decodes for two localised sets (KL=2) 

	
	Normal
	Otherwise

	
	N1 PRB pairs localised 
	N1 PRB pairs localised

	
	2
	4
	8
	2
	4
	8

	BDs per EPDCCH format and per set
	N2 PRB pairs localised
	2
	{3,3,1,1,0}

{3,3,1,1,0}
	{0,0,2,2,0} {8,4,0,0,0}
	{0,0,2,2,0} {8,4,0,0,0}
	{4,2,1,0,0} {4,2,1,0,0}
	{4,3,1,1,0} {4,2,1,0,0}
	{4,3,1,1,0} {4,2,1,0,0}

	
	
	4
	{6,4,0,0,0}

{0,0,4,2,0}
	{3,3,1,1,0}

{3,3,1,1,0}
	{0,0,2,2,0}

{6,6,0,0,0}
	{4,2,1,0,0}

{2,4,2,1,0}
	{3,3,1,1,0}

{3,3,1,1,0}
	{3,3,1,1,0}

{3,3,1,1,0}

	
	
	8
	{4,4,0,0,0}

{0,0,4,4,0}
	{4,4,0,0,0}

{0,0,4,4,0}
	{3,3,1,1,0}

{3,3,1,1,0}
	{4,2,0,0,0}

{0,4,4,2,0}
	{4,4,0,0,0}

{0,2,4,2,0}
	{3,3,1,1,0}

{3,3,1,1,0}


Here, when equal numbers of PRB pairs are allocated to each set, the number the blind decodes is split equally between the sets. This allows the network to use one as a common set for many UEs and the other as a secondary set for when there is no resource available in the first set. Alternatively, where different numbers of PRB pairs are allocated per set, the blind decodes are split unequally, to improve blocking and efficiency. Separating low and high aggregation levels into different sets is beneficial, as identified in [2]. A further possibility is to provide for more candidates with larger aggregation levels for those UEs with poor geometry. The candidates with smaller aggregation levels are allocated to the set with the smaller number of PRB pairs.
Table 5: Blind decodes for two distributed sets (KD=2) 

	
	Normal
	Otherwise

	
	N1 PRB pairs distributed 
	N1 PRB pairs distributed

	
	2
	4
	8
	2
	4
	8

	BDs per EPDCCH format and  per set
	N2 PRB pairs distributed
	2
	{3,3,1,1,0}

{3,3,1,1,0}
	{0,0,2,2,0} {8,4,0,0,0}
	{0,0,2,2,2} {6,4,0,0,0}
	{4,2,1,0,0} {4,2,1,0,0}
	{3,4,2,1,0} {4,2,0,0,0}
	{2,3,2,2,1} {4,2,0,0,0}

	
	
	4
	{5,4,0,0,0}

{0,0,4,2,1}
	{3,2,1,1,1}

{3,2,1,1,1}
	{0,0,2,2,2}

{6,4,0,0,0}
	{4,2,0,0,0}

{3,4,2,1,0}
	{3,3,1,1,0}

{3,3,1,1,0}
	{3,3,1,1,0}

{3,3,1,1,0}

	
	
	8
	{2,4,0,0,0}

{0,0,4,4,2}
	{2,4,0,0,0}

{0,0,4,4,2}
	{3,2,1,1,1}

{3,2,1,1,1}
	{4,2,0,0,0}

{0,3,4,2,1}
	{5,4,0,0,0}

{0,0,4,2,1}
	{3,2,1,1,1}

{3,2,1,1,1}


The motivation for this Table is similar to Table 4, with the addition of the higher aggregation level corresponding to EDCCH format 4.
3. Conclusions 

Considering the requirements of achieving good blocking performance and multiplexing efficiency, suitable numbers of blind decoding candidates for each possible aggregation level have been proposed for each possible configuration of EPDCCH sets. In addition the possibility of adjusting the number of blind decodes for UEs with different channel conditions is supported.
Proposal: Tables similar to those presented in this document are used to define the blind decoding candidates for each possible EPDCCH configuration (based on number of PRB pairs and subframe) 
The same tables could be used for DCI formats other that format 1A, or additional tables could be defined if considered necessary. 
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