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1. Introduction
In RAN1 #70 meeting, there have been many discussions on remaining details of EPDCCH and the following agreements have been made.

· Aggregation levels supported for EPDCCH are:
· In normal subframes (normal CP) or special subframe configs 3,4,8 (normal CP), and the available REs in a PRB pair is less than Xthresh, 
· For localized: 2, 4, 8, working assumption 16 subject to feasible search space design
· For distributed: 2, 4, 8, 16, working assumption 32 subject to feasible search space design
· In all other cases:
· For localized: 1, 2, 4, working assumption 8 subject to feasible search space design
· For distributed: 1, 2, 4, 8, working assumption 16 subject to feasible search space design
· Working assumption that Xthresh = 104
· Note that Xthresh = 104 was derived to keep the worst case coding rate close to 0.8
· An EPDCCH set is defined as a group of N PRB pairs
· Working assumption: N = {1 for localized (FFS), 2, 4, 8, 16 for distributed (FFS), …} 
· A distributed EPDCCH is transmitted using the N PRB pairs in an EPDCCH set
· A localized EPDCCH shall be transmitted within an EPDCCH set
· FFS whether a localized EPDCCH can be transmitted across more than one PRB pair
· K ≥ 1 EPDCCH sets are configured in a UE specific manner
· Maximum number for K is selected later among 2, 3, 4, and 6
· The K sets do not have to all have the same value of N
· The total number of blind decoding attempts is independent from K
· The total blind decoding attempts for a UE should be split into configured K EPDCCH sets
· PRB pairs of EPDCCH sets with different logical EPDCCH set indices can be fully overlapped, partially overlapped, or non-overlapping
· Note that it may be possible to forbid certain combinations of N and K
· Note that the used values of N and K may depend on the system bandwidth

This contribution discusses which aggregation levels are supported for EPDCCH and how to place the candidates in the EPDCCH search space.

2. Supported Aggregation Levels
In UE-specific search space (USS), the supported aggregation levels are {1, 2, 4, 8} in PDCCH. This set of aggregation levels provides the capability of link adaptation in control channel transmission, and the same level of adaptation granularity can be adopted for both localized and distributed EPDCCH. Here, aggregation levels {1, 2, 4, 8} can be applied in cases that the number of available REs in a PRB pair (i.e., n_EPDCCH) is larger than or equal to the pre-defined threshold (i.e., Xthresh) [1, 2]. However, impacts on DCI coding rate (, which are incurred by the variation of n_EPDCCH) can be smoothened to some extent by defining the rules that aggregation levels {2, 4, 8, 16} should be applied in case that n_EPDCCH is smaller than Xthresh due to various factors (e.g., # of PRB pairs in an EPDCCH set (i.e., N), other reference signals (e.g., CSI-RS, CRS), subframe type, etc).

Proposal 1: For UE-specific search space defined on both localized and distributed EPDCCH, either aggregation levels {1, 2, 4, 8} or {2, 4, 8, 16} is supported by depending on the number of available REs in a PRB pair. 

3. EPDCCH Candidates and Search Space Design
For localized EPDCCH, EPDCCH blind decoding candidates of a certain aggregation level need to be distributed among N PRB pairs of an EPDCCH set as much as possible. By doing this operation, we can achieve the high frequency selection diversity in localized EPDCCH transmission. Also for the simplicity of implementation, L ECCEs which are aggregated consecutively in logical domain are used for defining EPDCCH candidate m at aggregation level L. In order to realize the placement of each localized EPDCCH candidate that satisfies the above mentioned property, the starting ECCE index corresponding to localized EPDCCH candidate m at aggregation level L is given by 

,                                               (1)

where i = 0,…, , m = 0,…,,  is the total number of localized EPDCCH candidates at aggregation level L, G is the offset value between  starting ECCE indices, N is the total number of PRB pairs in an EPDCCH set,  is the total number of ECCEs per PRB pair in subframe k, and  is the Rel-10 pseudo-random variable depending on the C-RNTI. When the offset value is set to a properly predefined value, it is possible to distribute  starting ECCE indices among N PRB pairs of an EPDCCH set as much as possible. This offset value can be determined by considering several variables, such as N and. This is because different offset values are needed to uniformly distribute the EPDCCH candidates in an EPDCCH search space having different PRB pair number and candidate number. In addition, the offset value is needed to be relatively prime with N. This property ensures the avoidance of existence of multiple EPDCCH candidates in a PRB pair as much as possible. For example, in case that an EPDCCH set is defined as a group of 4 PRB pairs (i.e., normal subframe (normal CP)), there exist 16 ECCEs which are used for EPDCCH search space. In this example, if the offset value G is set to 4 (which is not relatively prime with N), the starting ECCE indices of 6 EPDCCH candidates of aggregation level 1 are determined as  which are derived from equation (1). It is observed that the positions of EPCCH candidates of aggregation level 1 (i.e., 0, 4) are overlapped in case that the offset value G is not satisfying above mentioned condition (i.e., G is relatively prime with N). After the decision of K, N in RAN1 #70b meeting, details on the offset value can be determined in consideration of these values. L ECCEs from the starting position (which can be derived from equation (1)) are used for defining EPDCCH candidate m at aggregation level L.
Figure 1 illustrates two examples of localized EPDCCH candidates of aggregation level 1 by using equation (1). Both examples assume that 4 EREGs (marked in the same pattern and color) are used for each ECCE. Details of ECCE-to-EREG mapping can be found in [3]. In the example (a) and (b) in Figure 1, we assume that there are 6 localized EPDCCH candidates of aggregation level 1 and the value of  is set to 1. 4 and 8 PRB pairs for an EPDCCH set are configured in the example (a) and (b) in Figure 1, respectively. The offset value G is set to be 3 and 7 in the example (a) and (b), in Figure 1 respectively. As shown in Figure 1, based on equation (1), EPDCCH candidates of a certain aggregation level can be distributed among N PRB pairs of an EPDCCH set as much as possible. Furthermore if PRB pairs containing multiple candidates are located adjacently in logical domain, a PRB pair permutation can be considered to achieve the high frequency diversity in physical domain, if needed.
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Figure 1: Two examples of localized EPDCCH candidates of aggregation level 1 by using equation (1)

As discussed in [4], we think that multiplexing of localized and distributed EPDCCH is transparent to each UE and treated as an eNB scheduling issue. And the following requirements need to be satisfied for the EPDCCH search space in order to enable efficient multiplexing of localized and distributed EPDCCH in a PRB pair.

· Requirement #1: EREG as the common resource unit for both localized and distributed EPDCCH.
· Requirement #2: Avoidance of PUCCH resource collision.
· Requirement #3: Minimal impact of different EPDCCH types.

Requirement #2 is necessary if UL ACK/NACK resource is determined by the ECCE index of the corresponding DL assignment. ACK/NACK resource collision will occur if ECCE #n with distributed type and ECCE #n with localized type appear at the same time and are used for DL assignment. To avoid the PUCCH resource collision in L/D multiplexed PRB pairs, a localized ECCE index can be mapped to one of the distributed ECCEs indices blocked by this localized ECCE. Details of the avoidance of PUCCH resource collision can be found in [5]. 
Requirement #3 is about the impact of the existence of different EPDCCH type. Because the set of used EREGs cannot be the same for localized and distributed ECCE, transmitting one localized ECCE will block multiple distributed ECCEs and vice versa. As it is evident that one ECCE blocks multiple ECCEs with the different type, it is desirable to minimize the number of ECCEs with different type when more than one ECCE are transmitted. This requirement can be satisfied by introducing the concept of “EREG set” discussed in [3]. 16 and 32 EREGs having the same color form an EREG set in the example (a) and (b) in Figure 1, respectively. And the EREGs in an EREG set are used for making 4 and 8 ECCEs in the example (a) and (b) in Figure 1, respectively. Thus, no ECCE uses EREGs belonging to different EREG sets. In Figure 2 and 3 of Appendix, even though one localized ECCE blocks 4 distributed ECCEs, the eNB can place 4 localized ECCEs without any further increase in the number of blocked distributed ECCEs if the remaining EREGs of the same EREG set are used for the additional localized ECCEs. In this sense, the number of ECCEs impacted by different ECCE type is minimized and the eNB is able to utilize more ECCEs for the corresponding EPDCCH type. We note that the concept of EREG set does not need to be defined explicitly; rather, it can be considered in structuring the EREG and ECCE.
Requirement #3 is also related to the placement of each EPDCCH candidate, which consists of one or multiple ECCEs. In placing EPDCCH candidates, it should be ensured that a limited number of candidates are blocked by the existence of EPDCCH with different type from each UE’s perspective. For example, when we define 4 candidates of localized EPDCCH with aggregation level 1, all the 4 candidates will be blocked with a single distributed ECCE if all of them are placed in the same “EREG set” as shown in the example (a) in Figure 4. The problem can be easily solved by placing the candidates in different EREG sets as shown in the example (b) in Figure 4. As shown in Figure 1, by setting the offset value G to a properly predefined value (e.g., G is relatively prime with N) and using equation (1), EPDCCH candidates of a certain aggregation level can also be distributed among different EREG sets in an EPDCCH set as much as possible. 

Proposal 2: For the efficient utilization of EPDCCH search space, EPDCCH blind decoding candidates of a certain aggregation level need to be distributed among N PRB pairs of an EPDCCH set as much as possible. For achieving this property, the starting ECCE index corresponding to EPDCCH candidate m at aggregation level L is given by

,

where the offset value G can be determined by considering several variables, such as N and and is needed to be relatively prime with N. 

4. Conclusion
This document provides the discussion about the supported aggregation levels for EPDCCH and the placement of EPDCCH candidates that satisfies the above mentioned property. Based on the discussion, the following proposals are made.

Proposal 1: For UE-specific search space defined on both localized and distributed EPDCCH, either aggregation levels {1, 2, 4, 8} or {2, 4, 8, 16} is supported by depending on the number of available REs in a PRB pair. 
Proposal 2: For the efficient utilization of EPDCCH search space, EPDCCH blind decoding candidates of a certain aggregation level need to be distributed among N PRB pairs of an EPDCCH set as much as possible. For achieving this property, the starting ECCE index corresponding to EPDCCH candidate m at aggregation level L is given by

,

where the offset value G can be determined by considering several variables, such as N and and is needed to be relatively prime with N. 
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Appendix
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Figure 2: An example of distributed ECCE-to-EREG mapping
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Figure 3: Examples of multiplexing localized and distributed EPDCCH (i.e., 4 PRB pairs for an EPDCCH set)
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Figure 4: Examples of placing localized EPDCCH candidates with (a) 4 candidates in a single EREG set and (b) 4 candidates in different EREG sets (i.e., 4 PRB pairs for an EPDCCH set)
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Example (a): Four PRB pairs for an EPDCCH set are configured
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Example (b): Eight PRB pairs for an EPDCCH set are configured
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