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1. Introduction

In RAN1#69, the following working assumption on the CSI periodic feedback was agreed:
· Working assumption is independent configuration of multiple CSIs for periodic report

· At least in the case of PUCCH:

· In case 2 or more CSIs are configured in the same reporting instance(s), FFS the details of 

· Collision handling

· Compression/multiplexing

Observation: By configuring 2 or more CSIs with the same set of reporting instances, it is possible to compress/multiplex multiple CSIs into the same set of reporting instances
In RAN1#70,  some working assumptions on the CSI periodic feedback are introduced:

· Rel-11 supports the feedback configuration and reporting for simultaneous CA and CoMP.

· Strive for reduction of UE complexity in CSI report design, e.g. limiting number of CSI processes, etc
· Indexing scheme for CSI processes:

· Alt1: Indexing is defined within a given CC
· Dropping rule is supported based on reporting type and CSI process/CC index

· Alt 1: Reporting type ( CSI process index ( CC index

In [7], it is suggested that dependencies on RI or PMI or subband selection should be considered among CSI processes for CoMP feedback and the reference processes should be configured accordingly. The issue is discussed by email but no conclusion is made.  In this paper, we present our views on these issues and provide some simulation results for CSI dependencies. Some discussion on multiple CSI multiplexing/compression is also provided.
2. Dependencies of multiple periodic CSI feedbacks
Some companies suggested having some dependencies among multiple periodic CSI feedbacks. These dependencies include common RI, common PMI and common selected subband in PUCCH feedback mode 2-x.
· Common RI
Some companies suggested having common RI among all periodic CSIs.  We see some advantages of common RI.  It reduces the feedback overhead on PUCCH and at the same time reduces the probability of CSI collision.  Intuitively, it is reasonable to have common RI for JT because each codeword should span the coordinating points to fully obtain the benefit of JT.  Common RI can support frequency selective DPS better because only one rank is allowed across all the allocated resources in a subframe.  On the other hand, it is expected individual multiple RIs performs better for DPS when the same point is selected for allocated resources in a subframe (i.e. non-frequency selective DPS).  

Table 1 shows the performance comparison between common RI and individual multiple RIs.  For common RI, RI from the first CSI-RS resource index (i.e. the TP with the strongest long term SINR) is commonly used for all the TPs.   The simulation assumptions are listed in appendix A.  Here we see small gain for JT with common RI.  For DPS, it has negligible degradation with common RI.  Therefore, it doesn’t have problem to dynamically switch between DPS and JT even with common RI.
Table 1: Performance of JT and DPS with different RI feedback schemes in scenario 1 with 2x2 XPOL
	CoMP scheme
	RI feedback method
	Cell average SE bps/Hz
	Gain
	Cell edge SE bps/Hz
	Gain

	JT
	Individual multiple RIs
	1.939
	0%
	0.0516
	0%

	
	One common RI
	1.944
	0.25 %
	0.0522
	1.2%

	DPS
	Individual multiple RIs
	1.9463
	0%
	0.0503
	0%

	
	One common RI
	1.9422
	-0.2%
	0.0502
	-0.2%


Although performance benefit is not significant, the major benefits are reducing feedback overhead and probability of CSI collision.  This can also applied to all periodic feedback modes with RI feedback.  Standardization effort seems to be small too. One way to have common RI is to configure RI-reference process as in [7]. All other processes use the same RI from the RI-reference process.  If reference processes are configured for CSI dependencies, question is raised about whether the redundant RI should be reported.  It is suggested in [7] that there is no rank signalling compression which means redundant RI is still reported for the non-reference processes.  In our view, compression should be considered otherwise it doesn’t seem necessary to have common RI.   There is concern that timing of periodic CSI reports will be changed if redundant RI is not reported.  Common RI can be semi-statically configured.  This configuration can be implicitly done by setting all ri-ConfigIndex of all TPs to have the same periodicity and subframe offset.   In this case, RI reports from the TPs will collide and the RI with CSI process with the lowest index will be reported according to the collision rule.  When the UE detects this case, PMI and CQI of all other CSI processes should follow the reported RI corresponding to the CSI process with the lowest index.  Allowing common RI only in the case of collision of configured RIs avoids the timing issue while saving unnecessary overhead.  
· Common PMI

It was also suggested that common PMI (in addition of common RI) can be used for the CSI reports corresponding to the same TP with different interference conditions.   However, it is questionable that common RI/PMI should be applied in this case.   The CSIs with different interference conditions can vary significantly and therefore their corresponding RIs can be different.  Also, common PMI doesn’t reduce the PUCCH feedback overhead because PMI is reported along with CQI which is anyway needed. 
· Common selected subband

In periodic feedback mode 2-x, the best subband is selected by UE among the subbands in each bandwidth part.  It was suggested by some companies [6] that common selected subband should be applied to all the periodic CSI feedback to guarantee CoMP operation.  However, aligning the feedback timing of bandwidth part in multiple periodic CSIs is an implementation issue.  It is questionable whether we need to further align the selected subband within a bandwidth part as well.   In our view, mode 2-x can be useful for CoMP even without common selected subband.  Depending on the scheduling algorithm, independent subband selection is useful in some cases.  For example, if two different interference conditions experienced by a victim pico UE correspond to aggressor macro’s ABS and non-ABS, it is preferable for this UE to report selected subband independently. Based on the subframe types, the network can then schedule the UE in its corresponding best subband which can be different in different interference conditions. Similarly for DPS, the network may want to know different selected subbands corresponding different TPs so that it can schedule the UE in different subbands depending on the selected TP.    In some cases e.g. JT, having the same selected subband can be useful but we don’t see a strong need for this optimization of JT feedback on PUCCH.  We can rely more on aperiodic reports for such subband coordination in those cases.  Unlike other dependency, it doesn’t seem worth extra standardization effort and potentially higher UE complexity to support common selected subband for periodic feedback mode 2-x.  
Some system level simulation results are shown in table 2.  In the simulation, PUSCH mode 2-2 with or without common subband selection is evaluated. There are 3 preferred subbands for each TP is selected out of 8 subbands. For the case of individual subband selection, subbands are selected independently for each TP.  For the case of common subband selection, subbands are selected according to the strongest TP.  For both cases, the scheduler uses the M best subband PMI/CQI for the preferred subbands and wideband PMI/CQI for other subbands.  From the results, common subbands selection brings only 1.7% gain for cell edge performance and no gain for cell average performance.   PUSCH Mode 3-1 can bring more gain than common subband.  Mode 3-1 is a more suitable mode for JT.   Although the simulation is done with PUSCH modes, it can reflect the benefit of common selected subband in general which is quite limited.  It is expected common selected subband of PUCCH mode 2-2 gives even less gain for JT due to the fact that it takes longer time to loop through all bandwidth parts.
Table 2: Performance of JT with different selected-subband schemes in scenario 1 with 2x2 XPOL
	Feedback modes
	Cell average SE bps/Hz
	Gain
	Cell edge SE bps/Hz
	Gain

	PUSCH Mode 2-2, Individual subband selection
	1.936
	0%
	0.0524
	0%

	PUSCH Mode 2-2, Common subband selection
	1.936
	0%
	0.0533
	1.7%

	PUSCH Mode 3-1
	1.945
	0.5%
	0.0534
	1.9%


.
Proposal 1:  Common RI is the only dependency among multiple CSI reports.  Common RI can be configured by the network implicitly by setting up collision of the RI reports.  RI with the lowest CSI process index is reported as the reference RI.   CSI processes corresponding to collided RIs will follow the reported RI.
3. Compression/multiplexing
It has been agreed that CSI process index is defined within a given CC, and the dropping priority is reporting type ( CSI process index ( CC index.   We think it is also beneficial to compress/multiplex multiple periodic CSI reports into the same reporting instance for CoMP.  Obtaining multiple CSI reports in the same reporting instance would reduce the dropping rate and help the coordination.  Another way to handling collisions is to multiplex the collided CSI reports.  
It is noted that there is no consensus on the multiplexing schemes in CA topic in RAN1#70 but we see CoMP has stronger need on compression and multiplexing than CA.  It is expected that performance degradation can be more serious for CoMP due to the dependencies among multiple CSI reports.  Therefore, further compression/multiplexing schemes should be considered for CoMP.   The multiplexing can be done on PUCCH or PUSCH.  
· PUCCH 

The capacity can be up to 22 bits which support at least 2 CSI report types in Rel-10 to be multiplexed.  However, only two reports with highest priority can be reported if more than two CSIs collide.   Also, it is desirable to use PUCCH format 3 only when collision occurs. For the subframes without collision, PUCCH format 2/2a/2b can be used to ensure better performance. 
· PUSCH 

Another way is to reporting collided CSIs on PUSCH.  There are multiple options on the PUSCH resource assignment, i.e., the resource for periodic PUSCH can be either dynamically scheduled with UL Grant, or semi-statically scheduled with RRC signalling.  Other alternative is to use semi-persistent scheduling to pre-allocate resources in the subframes which collision occurs.

As discussed in [3], using PUCCH format 3 for multiplexing CSIs has less standardization effort since only higher layer signaling modification is required.  PUSCH methods need more standardization effort but it has higher room for enhancement.
Proposal 2:  To reduce CSI dropping rate, multiple CSIs can be multiplexed in a subframe by introduce PUCCH format 3 or by reporting collided CSI on PUSCH.
Another issue is handling the case when the collision of periodic CSI reports happens in the subframe with  scheduled PUSCH data.  In this case, all these collided periodic CSIs should be multiplexed and reported in PUSCH.  
Proposal 3:  When the collision of periodic CSI reports happens in the subframe with scheduled PUSCH data,  all these collided periodic CSIs should be multiplexed and reported in PUSCH.

4. Conclusions
This contribution paper discusses the details of standardization support of periodic CSI  feedback for CoMP.  Based on the above discussion, we have the following proposals: 
Proposal 1:  Common RI is the only dependency among multiple CSI reports.  Common RI can be configured by the network implicitly by setting up collision of the RI reports.  RI with the lowest CSI process index is reported as the reference RI.   CSI processes corresponding to collided RIs will follow the reference RI.  
Proposal 2:  To reduce CSI dropping rate, multiple CSIs can be multiplexed in a subframe by introduce PUCCH format 3 or by reporting collided CSI on PUSCH.
Proposal 3:  When the collision of periodic CSI reports happens in the subframe with scheduled PUSCH data,  all these collided periodic CSIs should be multiplexed and reported in PUSCH.
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Appendix A

Table A1: SLS simulation assumptions

	Parameters
	Assumptions

	Cellular Layout 
	Hexagonal grid, 19 cell sites, 3 cell sectors per site

	Number of users per cell
	10

	Distance-dependent path loss
	L=128.1 + 37.6log10(.R), R in kilometers @ 2GHz

	Inter-site distance
	500m(3GPP Case1) 

	Operating bandwidth (BW)
	10 MHz 

	Penetration loss 
	20dB

	Shadowing standard deviation
	8 dB

	Shadowing correlation
	Inter-eNodeB: 0.5  Inter-cell: 1.0

	UE Speed
	3km/h

	Channel model
	3GPP Case1-  SCME- UMa  (High Spread)

	Antenna configuration
	Transmitter: 2Tx cross-polarized antenna at eNB (0.5 λ spacing)  

Receiver: 2Rx cross-polarized antenna at UE

Antenna tiltetilt 15 degree, 3D antenna pattern

	CQI/PMI reporting interval 
	5ms

	Feedback scheme
	 For  CoMP UEs, multiple CSI feedback -  each CSI is Rel-8 RI/CQI/PMI  
For non-CoMP UEs, Rel-8 RI/CQI/PMI is reported.

	CoMP scheme
	JT，DPS

	Threshold for cell-edge UE selection
	6 dB

	Delay for scheduling and AMC
	6ms

	Scheduler 
	Proportional Fair

	Receiver
	MMSE-Option1

	HARQ Scheme
	Chase Combining

	Maximum number of retransmissions
	3

	Channel Estimation
	Non-Ideal channel measurements with CSI-RS,

Non-ideal DMRS for data demodulation.

Channel estimation error modeling is used 
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