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1. Introduction
In 3GPP RAN1#70 meeting, some conclusions from the discussion of IMR for COMP were reached [1]:
· IMR granularity (assuming that hopping is not configured):

· 4 REs/PRB

· Send LS to RAN4 informing them of this decision and asking them to check the achievable accuracy of the interference measurements and let RAN1 know if they foresee any problems. 

· The REs of an IMR are REs which can be configured as a ZP CSI-RS resource. 

· IMR configuration: 

· Each IMR is configured independently with a R10 subframeConfig and a R10 resourceConfig, where resourceConfig is for 4 REs

· All the IMRs configured for one UE shall together use only REs which can be configured as a single R10 ZP CSI-RS resource configuration. 
Working assumption:

· Maximum number of IMRs that can be configured for one UE:   3

· For the purpose of interference measurement on an IMR, the UE shall assume that all signals received on the REs of the IMR are interference.

· Further details of how the UE measures the interference on IMR are left to the UE implementation. 
So the remaining details of CQI definition and IMR for RAN1#70bis include:

· Possibility of configuring Pc independently per CSI Process

· Possibility of overlapping / hopping for CSI-IM resources

In this contribution, we study these remaining issues on the top of our previous studies [2] [3][4][5]:

2. Discussion

2.1  Number of IMR configurations 
It is concluded from the email discussion of the proposed WF [6] that we aim to maximize the number of configurations of the interference part of CSI while keeping realistic interference measurement accuracy/performance.   In RAN1#70, further discussion was done but it is still unclear about what maximum number of IMRs we should achieve. 
Here we investigate into the number of configurations are actually needed.  We consider a heterogeneous network system with 9 Macro cell cluster and each macro coverage area includes 4 RRH nodes.  CoMP Measurement Size can be 2 or 3.  We assume coordination can be done in the same macro area and configuration of IMR has to be orthogonal in the 9 cell cluster. 
·    If we configure two sets of IMR, one set to measure interference outside of CoMP measurement Set, another set to measure interference except from the serving point. The upper bound of the required reuse factor is: 
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So even with the conservative estimation, it doesn’t require IMRs as many as 504.

If we consider allocating the IMR for CoMP coordination only when there are CoMP UEs, the number of required IMRs can be much lower.  Simulation is performed to obtain the number of required IMRs in a 9 cell cluster.  From table 2 it shows that only 22+11=33 IMRs are required for CoMP coordination.  In total, 78 IMRs are required.  
Table 2  Number of IMRs required in simulation
	Number of IMRs for single point transmission
	Number of IMRs for CoMP coordination with measurement Set Size = 2
	Number of IMRs for CoMP coordination with measurement Set Size = 3
	Total number of required IMRs

	45
	22
	11
	78


Unlike CRS,  IMR is zero power CSI-RS without relationship with cell ID.  It is questionable whether we need to relate the number of physical layer cell identities with the number of IMRs.  If it is easier for cell planning to have such relationship, we can set the requirement which we can perform modulo on the number of 504.   For example, we can allocate 504/4 = 126 IMRs for each 9 macro cell cluster (i.e. 14 IMR/macro cell on the average).  

If the requirement is such that 126 orthogonal IMRs are needed, we may still have problem to meet the requirement in some TDD configurations.  Here we investigate into different methods of increasing the number of IMRs.  Simulations were done to investigate the performance degradation if there are less IMRs in time domain or in frequency domain under homogeneous network and heterogeneous network.
2.1.1  Reducing the density of IMRs in time
In [5], we gave performance comparison between different IMR periods. According to the evaluation results, it was concluded that lengthening the IMR period can be a good method to increase the number of available IMRs.  The evaluation was done based on the assumption that there is no error on interference measurement.  Here we model the interference measurement error according to [7] and repeat the evaluation in this contribution.  We compare the performance with different IMR periods under homogeneous network.
Table 1 Performance comparison of different IMR periods 
	IMR period
	Cell average spectral efficiency(bps/Hz)
	Cell edge spectral efficiency(bps/Hz)

	5ms
	1.9928(0%)
	0.0538(0%)

	10ms
	  1.9902 (-0.1%)
	0.0551(+2%)

	20ms
	1.9671(-1%)
	0.0528(-2%)

	40ms
	1.9323(-3%)
	0.0506(-6%)


With interference measurement error modeled, similar trend is observed as [5] for the periods of 5ms to 20ms.  When it is extended to 40ms, performance degradation becomes slightly higher (around 6%).  According to the results, extending the IMR period to 20ms is feasible for UEs with low mobility.

Proposal 1：Simple methods like reducing the IMR density in time domain should be considered to increase the number of IMRs.
In our study, we also compare two different approaches of interference averaging at UE.  The results in table 1 are based on the case that averaging window is twice of the IMR periods.  In the following table we use the fixed length of interference averaging window which is always equal to 10ms.  

Table 2 Performance comparison when the interference averaging window is fixed to 10ms
	IMR period
	Cell average spectral efficiency gain
	Cell edge spectral efficiency gain

	5ms
	1.9928 (0%)
	0.0538(0%)

	10ms
	1.9902 (-0.1%%)
	0.0523 (-2.8%)

	20ms
	1.9631 (-1.5%%)
	0.0507(-5.8%)

	40ms
	1.9227  (-3.5%%)
	0.0466  (-13.4%%)


It is observed from table 2 that the degradation is much more serious if interference averaging is not done properly.  It is desirable if eNB can control the averaging window according to different situations, e.g. network traffic loading, CSI/IMR periodicity,  UE speed, etc.  Therefore we have the following proposal:

Proposal 2： Averaging window length of interference measurement is signaled to UE by higher layer signaling so that the network side can have better control on interference measurement accuracy.
2.2 Per CSI Process Pc
In 3GPP RAN1#70 meeting, it has been determined that in single carrier operation, configuration of at most X CSI Process is supported where X is either 3 or 4.  If X=3,  relating two different Pc’s to the same NZP CSI-RS can be achieved by configuring duplicate NZP CSI-RS with different Pc as shown in table 3.
Table 3 CSI Process configuration
	CSI Process Config
	NZP CSI-RS Config
	Pc config

	CSI Process 0
	NZP CSI-RS TP0
	Pc_0

	CSI Process 1
	NZP CSI-RS TP1
	Pc_1

	CSI Process 2
	NZP CSI-RS TP1
	Pc_2


The configurations of CSI process and NZP CSI-RS configuration are both semi-static.  If X=3, we don’t expect too much of difference in configuration whether it is Pc is per CSI process or per CSI-RS resource configuration.  For better backward compatibility, Pc per CSI-RS resource seems to be more preferable if X=3.  If  X=4,  Pc per CSI process can be introduced to allow better flexibility in link adaptation for all CSI processes.
Proposal 3：If maximum number of CSI processes is 3, Pc is configured per CSI-RS resource.  Otherwise, Pc is configured per CSI Process.
2.3 Configurations per subframe set
Allowing different power offsets Pc in two different subframe sets has similar situation as allowing different power offsets Pc for different IMRs with the same NZP CSI-RS.   It is desirable to allow different power offsets in different interference conditions so that the UE is at the right operating point to derive CSI in different interference conditions.

Proposal 4：If two subframe sets is configured, Pc is configured per subframe set.

There are some other parameters (e.g. Codebook subset restriction and feedback modes) which can be beneficial to the performance if it can be configured per subframe set when CoMP is done in conjunction with eICIC.  CoMP schemes used for pico UE under ABS and non-ABS can be different.  In non-ABS subframes, JT between macro and pico can be done.   We may want to have RI restriction in this case.  Also, subband PMI is more important for JT.  PUSCH feedback mode 1-2 can be configured.  Under ABS subframes, the UE is probably under single TP operation.  Codebook subset/rank restriction is not required.  PUSCH mode 3-1 is more appropriate for better support of frequency selective scheduling..
Proposal 5：  Some parameters (e.g. codebook subset restriction and feedback modes) configured per CSI process can be extended to per subframe set configuration for better support of CoMP under eICIC scenarios.
3. Conclusions

In this paper, we discuss remaining issues on configuration of CSI process and IMR.  Based on our analysis, we have the following proposals:
· Proposal 1：Simple methods like reducing the IMR density in time domain should be considered to increase the number of IMRs.
· Proposal 2：Averaging window length of interference measurement is signaled to UE by higher layer signaling so that the network side can have better control on interference measurement accuracy.
· Proposal 3：If maximum number of CSI processes is 3, Pc is configured per CSI-RS resource.  Otherwise, Pc is configured per CSI Process.
· Proposal 4：If two subframe sets is configured, Pc is configured per subframe set.

· Proposal 5：Some parameters (e.g. codebook subset restriction and feedback modes) configured per CSI process can be extended to per subframe set configuration for better support of CoMP under eICIC scenarios.
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Appendix

Table A1 Simulation assumptions for homogeneous network simulation

	Parameters
	Assumptions

	Cellular Layout 
	Hexagonal grid, 19 cell sites, 3 cell sectors per site.  

	Number of users per cell
	10

	Distance-dependent path loss
	L=128.1 + 37.6log10(.R), R in kilometers @ 2GHz

	Inter-site distance
	500m

	Operating bandwidth (BW)
	10 MHz FDD

	Penetration loss 
	20dB

	Shadowing standard deviation
	8 dB

	Shadowing correlation
	Inter-eNodeB: 0.5  Inter-cell: 1.0

	UE Speed
	3km/h

	Channel model
	3GPP Case1 3D -  SCME- UMa  (High Spread)

ITU-UMi 3D

	Antenna configuration
	Transmitter: 2 Tx cross-polarized antenna at eNB

Receiver: 2Rx cross-polarized antenna at UE

Antenna tilt etilt = 15 degree

	CQI/PMI reporting interval and frequency granularity 
	5ms for CQI/PMI, 6RB

	Feedback scheme
	For  CoMP UEs, 4bit CQI + 2/4bit PMI using Rel-8 codebook for 2 antenna ports with phase correction (2bit phase with π/2 resolution). 

For non-CoMP UEs, Rel-8 RI/CQI/PMI is reported.

	CoMP scheme
	Joint Processing

	Delay for scheduling and AMC
	6ms

	Scheduler 
	Proportional Fair

	Receiver
	MMSE receiver (Option1 in [4])

	HARQ Scheme
	Chase Combining

	Maximum number of retransmissions
	3

	Channel Estimation
	Non-ideal, based on CSI-RS for channel measurements,

Channel estimation error modeling 
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Table A2 Simulation assumptions for heterogeneous network simulation

	Parameters
	Assumptions

	Cellular Layout 
	Hexagonal grid, 19 sites, 3 Macro cells per site, wrap‑around 

	LPN Configuration
	Configuration #4b with 4 low power nodes per macro cell

	Number of UEs dropped within each macro geographical area
	30

	Channel Model 
	ITU UMa for Macro, UMi for low power node

	Operating bandwidth (BW)
	10 MHz

	Tx Power 
	46dBm for macro and 30dBm for LPN

	UE Speed
	3km/h

	Association bias
	6dB

	Antenna configuration
	Transmitter: 2Tx cross-polarized antenna at macro eNB, 2Tx cross-polarized antenna at LPN RRH

Receiver: 2Rx cross-polarized antenna at UE

Antenna tilt  15 degree

	CQI/PMI reporting interval and frequency granularity 
	5ms for CQI/PMI, 6RB 

	Feedback scheme
	 Rel-8 RI/CQI/PMI based on Rel-8 2Tx codebook and Rel-8 4Tx codebook for JT

	CoMP scheme
	Joint Transmission (JT)

	Delay for scheduling and AMC
	6ms

	Scheduler 
	Proportional Fair

	Traffic Model 
	Full Buffer

	Receiver
	MMSE-Option1

	HARQ Scheme
	Chase Combining

	Maximum number of retransmissions
	3

	Channel Estimation
	Non-ideal, based on CSI-RS for channel measurements, 

Channel estimation error modeling 
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