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1. Introduction

At RAN1#70 the following decision was made [1]:

Agreements:
· An ePDCCH set is defined as a group of N PRB pairs

· Working assumption: N = {1 for localised (FFS), 2, 4, 8, 16 for distributed (FFS), …} 

· A distributed ePDCCH is transmitted using the N PRB pairs in an ePDCCH set

· A localized ePDCCH shall be transmitted within an ePDCCH set

· FFS whether a localised ePDCCH can be transmitted across more than one PRB pair

· K ≥ 1 ePDCCH sets are configured in a UE specific manner

· Maximum number for K is selected later among 2, 3, 4, and 6

· The K sets do not have to all have the same value of N
· The total number of blind decoding attempts is independent from K

· The total blind decoding attempts for a UE should be split into configured K ePDCCH sets

· Each ePDCCH set is configured for either localized ePDCCH or distributed ePDCCH

· The K sets consist of KL sets for localized ePDCCH and KD sets for distributed ePDCCH (where KL or KD can be equal to 0), and not all combinations of KL and KD are necessarily supported for each possible value of K

· Details FFS

· PRB pairs of ePDCCH sets with different logical ePDCCH set indices can be fully overlapped, partially overlapped, or non-overlapping. 

Note that excessive configurations should be avoided. 

Note that the details of the second subbullet are dependent on the conclusions on eREG definition. 

Note that it may be possible to forbid certain combinations of N and K

Note that the used values of N and K may depend on the system bandwidth. 

Some of the remaining issues include the way in which the aggregation levels for the ePDCCH are signaled to the UE and the methodology for splitting the blind decoding attempts for a UE among the K ePDCCH sets. In addition, the method for determining search space candidates within an ePDCCH set needs to be decided. These issues are addressed in this contribution.
2. Aggregation Levels

It has been agreed that aggregation levels of {1, 2, 4} will be supported for localized transmission and {1, 2, 4, 8} for distributed transmission in case of low overhead from other signals. Aggregation levels of 8 for localized and 16 for distributed transmission have been accepted as working assumptions. Thus, if the working assumptions are confirmed, there are 4 aggregation levels for localized transmission and 5 aggregation levels for distributed transmission. There may be exceptions for cases with excessive overhead from other signals where levels are defined as {2, 4, 8, 16} and {2, 4, 8, 16, 32} respectively. 

In Rel-8, there are always four aggregation levels {1, 2, 4, 8} and the blind decode candidates for each of these aggregation levels for the UE specific search space is fixed in specifications to {6, 6, 2, 2}. We propose to keep the same principle also for ePDCCH and have the BD distribution given by specifications. One possibility is to modify the Rel-8 blind decode assignments, {6, 6, 2, 2}, for four aggregation levels, {1, 2, 4, 8}, to the assignment vector, {2, 5, 5, 2, 2}, for the five ePDCCH aggregation levels {1, 2, 4, 8, 16}. Other assignments to the five aggregation levels may also be considered.

Proposal 1: The number of blind decoding candidate assignments for each of the five aggregation levels is given by specifications and involves no RRC signaling. The total number of candidates for each level includes the candidates for both distributed and localized transmission of ePDCCHs.

3. Search Space Candidates

The numbering of eCCEs within sets allocated to localized and distributed transmission is addressed in [2]. Based on this numbering, the determination of blind decoding candidates within each set is discussed in this section. 
3.1. Distributed Transmission

In Rel-8, the mth search space candidate for aggregation level L is given by (assuming no CIF)
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being the number of PDCCH candidates to monitor in the search space and 
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 being a randomizing function that is based on the RNTI and the subframe number. The key elements in this procedure are knowledge of the total number of CCEs and the number of PDCCH candidates to monitor for each aggregation level. This same procedure can be applied to the ePDCCH in any of the configured sets if the total number of blind decode candidates assigned to the set are known. Obtaining these assignments is discussed in Section 4. Use of the same procedure for distributed transmission does not have any major drawbacks and has the benefit of synergy with the PDCCH search space candidate definition. 

One possible addition to the function 
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 could be to add dependence based on the ePDCCH set number. This may allow avoidance of collisions when sets are overlapping. We therefore propose that the same Rel-8 procedure be used within each set configured for distributed transmission.

Proposal 2: Each configured set for distributed transmission uses the Rel-8 search space candidate determination procedure with the total number of CCEs in a search space, NCCE, replaced by the total number of eCCEs in a set, NeCCE. The function 
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 is modified to also be dependent on the ePDCCH set number.
3.2. Localized Transmission

For localized transmission, it is beneficial for the eNB to be able to choose between search space candidates in different locations in frequency but still each ePDCCH should if possible be confined to the same PRB pair. Therefore, we propose to modify the Rel-8 function as below.

Proposal 3: The mth search space candidate for aggregation level L within a set allocated for localized transmission is given by
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being the number of ePDCCH candidates to monitor in the search space and 
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 is modified from the function in Rel-8 to add a dependence on the ePDCCH set number. 

This ensures that two consecutive blind decoding candidates considered by the UE occur in different PRB pairs. For example, when the number of eREGs per eCCE is 4, there are N = 2 PRB pairs per set, and the aggregation level is L = 2, the 4 possible search space candidates are searched (assuming 
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 without any loss of generality) with the indices of the first eCCE in the order {0, 4, 2, 6}. The candidates with starting eCCE indices {0, 2} are in the first PRB and the candidates with starting eCCE indices {4, 6} are in the second PRB [2]. An ePDCCH candidate with starting eCCE index q and aggregation level L consists of the eCCEs with indices 
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4. Blind Decode Candidate Partitioning Between Sets

In Rel-8, the UE specific search space has a total of 16 PDCCH candidates that are split between the four aggregations levels {1, 2, 4, 8} as {6, 6, 2, 2} respectively. For ePDCCH, the current agreement states that the total number of blind decoding attempts should be independent of the number of sets K and should be split between the K configured sets including KD and KL sets for distributed and localized ePDCCHs respectively. It remains to be determined how the blind decodes for each aggregation level should be split between the K sets. 

One option would be to configure this blind decode split using RRC signaling when the configuration of the sets is communicated to the UE. A second option would be to specify a method by which a given number of blind decoding candidates for a given aggregation level are split between the configured sets. Considering the possibility of saving a considerable amount of RRC signaling overhead, the latter option would be preferable. We therefore propose the following.

Proposal 4: The partitioning of a known total number of blind decoding candidates for an aggregation level between the sets configured for ePDCCH transmission is determined by a specified method. RRC signaling is not used for this purpose.
We now discuss some options for the partitioning method. One possibility is to split the blind decoding candidates uniformly across the K sets. Another option is to concentrate more blind decoding candidates in some sets. Each possible partitioning method will have an impact on blocking probability and resource utilization. In the following, we show the results of some evaluations of these metrics for the blind decoding candidate partitioning options shown in Table 1. Three sets (K=3) are considered with two sets being allocated for distributed transmission and one set for localized transmission. All sets have N=4 PRBs.  Four aggregation levels are assumed and the assignment of blind decoding candidates to the aggregation levels is assumed to be the same as in Rel-8 ({6, 6, 2, 2}). The first split option labeled “BD split 1” in the table distributes the 6 blind decoding candidates for the lowest two aggregation levels equally between the three sets. The 2 blind decoding candidates for the highest two aggregation levels are assigned one each to a set for distributed ePDCCHs and to the set for localized ePDCCHs. Two sets of probabilities are considered for the four aggregation levels, 
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	AL = 1/2
	AL = 2/4
	AL = 4/8
	AL = 8/16

	BD split 1
	Set1 (D)
	2
	2
	1
	1

	
	Set2 (D)
	2
	2
	0
	0

	
	Set3 (L)
	2
	2
	1
	1

	BD split 2
	Set1 (D)
	4
	4
	1
	1

	
	Set2 (D)
	1
	1
	0
	0

	
	Set3 (L)
	1
	1
	1
	1


Table 1: Blind decode candidate options evaluated.
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Figure 1: Blocking probability and resource utilization.

Blocking probability and resource utilization are shown in Figure 1. The figures show that the uneven partitioning option labeled “BD split 2” has a worse blocking probability but improves resource utilization slightly at lower loads. However, at higher loads, the resource utilization is better with the even partitioning option labeled “BD split 1”. Based on the results, the best trade-off seems to be with the even partitioning option over the ePDCCH sets. Further, when the sets have different number of PRBs, it is preferable to split the blind decoding candidates proportional to the set size N. This may be achieved using a proportional enumeration method proposed below and illustrated in Figure 2 for the case where 5 blind decoding candidates are split across three sets configured with 4, 8 and 2 PRBs respectively. 

Proposal 5: The blind decoding candidate partitioning method consists of two steps. In the first step an array of K columns, one for each configured set, is formed with alternate columns representing distributed and localized sets. The length of the kth column is proportional to the fraction of the total PRBs assigned to the kth set and may be computed as 
[image: image20.wmf]ú

ú

ù

ê

ê

é

×

å

k

k

L

k

N

M

N

, where ML is the total number of blind decoding candidates assigned to aggregation level L. In the second step, the ML blind decoding candidates populate the array row-wise first so that each element of the array contains one blind decoding candidate. The number of decoding candidates assigned to the kth set is the number of blind decoding candidates in the kth column.

[image: image21]
Figure 2: Example of blind decode partitioning using a proportional enumeration method. 5 blind decodes are partitioned among K=3 sets that are configured with sizes [8, 4, 2] PRBs.
This proposal ensures that blind decoding candidates are split proportionally to the resources in each of the sets and that distributing at least one blind decode candidate for each configured set is prioritized. A more detailed representation of the proposal is provided in the Appendix. Some examples of this rule based blind decode partitioning generated by the procedure are shown in Table 2.

	Case
	Partitioning

	Total blind decodes (for a single AL) 
	Number of sets of distributed type (KD)
	Number of sets of localized type (KL)
	Blind decodes for D sets
	Blind Decodes for L sets

	5
	2 with sizes of [4 4] PRBs
	1 with size of [4] PRBs
	[2 1]
	[2]

	5
	2 with sizes of [4 4] PRBs
	1 with size of [2] PRBs
	[2 2]
	[1]

	5
	1 with size of [4] PRBs
	1 with size of [4] PRBs
	[3]
	[2]

	5
	1 with size of [8] PRBs
	1 with size of [2] PRBs
	[4]
	[1]

	2
	1 with sizes of [4] PRBs
	1 with size of [4] PRBs
	[1]
	[1]


Table 2: Examples of rule based blind decode partitioning.
5. Conclusions

For aggregation levels, the following is proposed:

Proposal 1: The number of blind decoding candidate assignments for each of the five aggregation levels is given by specifications and involves no RRC signaling. The total number of candidates for each level includes the candidates for both distributed and localized transmission of ePDCCHs.

For the determination of search space candidates for localized transmission, the following are proposed:

Proposal 2: Each configured set for distributed transmission uses the Rel-8 search space candidate determination procedure with the total number of CCEs in a search space, NCCE, replaced by the total number of eCCEs in a set, NeCCE. The function 
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 is modified to also be dependent on the ePDCCH set number.
Proposal 3: The mth search space candidate for aggregation level L within a set allocated for localized transmission is given by
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being the number of ePDCCH candidates to monitor in the search space and 
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 is modified from the function in Rel-8 to add a dependence on the ePDCCH set number. 
For the distribution of blind decoding candidates across multiple sets, the following are proposed:

Proposal 4: The partitioning of a known total number of blind decoding candidates for an aggregation level between the sets configured for ePDCCH transmission is determined by a specified method. RRC signaling is not used for this purpose.
Proposal 5: The blind decoding candidate partitioning method consists of two steps. In the first step an array of K columns, one for each configured set, is formed with the columns alternately representing the distributed and localized sets. The length of the kth column is proportional to the fraction of the total PRBs assigned to the kth set and may be computed as 
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, where ML is the total number of blind decoding candidates assigned to aggregation level L. In the second step, the ML blind decoding candidates populate the array row-wise first so that each element of the array contains one blind decoding candidate. The number of decoding candidates assigned to the kth set is the number of blind decoding candidates in the kth column.
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Appendix: Blind Decode Partitioning Between Sets

The procedure for blind decode partitioning is outlined precisely below. The number of sets assigned for distributed and localized transmission are denoted by KD and KC respectively and the number of PRB pairs assigned to the kth distributed and localized sets are given by 
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