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1. Introduction

In other contributions [1, 2], some desirable features have been identified for localized transmission of ePDCCH:-
· The search space design should consider the requirement to support frequency selective scheduling gain. 
·  It is desirable to avoid increasing the maximum number of blind decodes as far as possible.
We note here some additional considerations:-
· It should be possible to configure resources for ePDCCH such that frequency interference co-ordination between neighbouring cells is possible  
· The design should balance blocking probability and efficient resource utilization

· Future sub-division of an eCCE should not be precluded

· Sharing resources with distributed ePDCCH should not be precluded 

This document, which is updated version of R1-123305, discusses how the search space can be designed to satisfy these aims.
2. Background
We take as a starting point the search space design for single carrier operation of PDCCH in Release 10. Relevant extracts from section 9.1.1 of 36.213 are capture in Annex A. The CCEs corresponding to different candidates for blind decoding are given by equations A.1 and A.2 in Annex A, which for the single carrier case become:-  
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Here 
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 is aggregation level, m is the candidate and 
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. 
This design for the UE-specific search space results in a set of adjacent candidates (in terms of CCEs) for each aggregation level, and where the location of the candidates changes from subframe to subframe in order to avoid persistent blocking. 
One important difference between PDCCH and localized ePDCCH is that in typical scenarios with frequency selective fading the scheduler would wish to select the frequency domain location of ePDCCH transmissions based on CSI. For the purposes of this analysis we assume that only a defined fraction of PRB pairs in the system bandwidth are deemed to be suitable for ePDCCH transmission to a give UE in a given subframe. The suitable PRB pairs are assumed to be contiguous, but the frequency domain location is randomly generated for each UE in each subframe. 
3.  Discussion
3.1. ePDCCH search space design following Release 10 PDCCH  

In principle, equation 2.1, for Release 10 PDCCH, could be modified and applied directly to localized ePDCCH, where the eCCEs for a given candidate would be given by:
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Here 
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 is the total number of eCCEs available for ePDCCH in subframe 
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. For the purposes of this discussion we assume that this corresponds to the number of eCCEs in the whole system bandwidth. However, the same equation could be used if ePDCCH operation can be configured to use only part of the system bandwidth, in which case
[image: image9.wmf]k

N

,

eCCE

would have a correspondingly smaller value . In addition, we observe that depending on the final ePDCCH design, it may not be necessary to consider variation of the number of eCCEs between subframes, but we keep the subscript 
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for consistency with the description of PDCCH. 
Assuming that frequency selective scheduling to take into account frequency selective fading is not required, the performance of the Release 10 PDCCH approach would be reasonable, at least in terms of blocking probability, as shown by the simulation results in Annex C1, with baseline assumptions in Annex B.
However, if frequency selective scheduling is required, then one immediate problem with using equation 3.1 is that successive candidates for the same aggregation level are located in adjacent eCCEs. This means that there is a high probability that none of the available candidates for a given aggregation level fall in a suitable part of the frequency domain. Assuming that only 40% of PRBs in a given case are “suitable”, then the blocking probability is much higher >0.5) as shown by the results in Annex C2.    

Although the frequency domain locations would change from subframe to subframe, as updated using equation 2.1, to support frequency domain scheduling it would be better to distribute the candidates in the frequency domain. 
3.2. ePDCCH candidates distributed in the frequency domain 

If the blind decoding candidate for a given aggregation level are distributed in the frequency domain, then the candidate location with the best frequency domain characteristics can be selected. This distribution can be achieved by introducing an offset 
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which depends on the candidate, such as in:
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(3.2)

For example, for aggregation level 1, and 
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, approximately equal frequency domain distribution of three candidates could be achieved with values for 
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such as 0, 70 and 140.  This could be achieved by configuration, or employing a formula such as:
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 is the number of ePDCCH candidates to monitor for a given aggregation level. The improved blocking performance of this approach is shown by the results presented in Annex C3, for example values of 
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. Note that the number of candidates for aggregation levels 4 and 8 have been increased from 2 to 3, in order to ensure that a suitable frequency domain location can always be found under the simulation assumptions adopted.
3.3. Non-overlapping search spaces per aggregation level

A limitation of equation 3.2 is that, depending on the value of 
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, the candidates can appear in any part of the frequency domain, which would make interference coordination with neighboring cells difficult. In addition, for multiplexing efficiency, it would be desirable to limit the number of PRB pairs in which aggregation levels 1 and 2 can be transmitted. These issues can be addressed by limiting the number of eCCEs within which any given candidate can appear, such as with:
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(3.3)
Here,
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is the number of eCCEs within which a given candidate may be located, for a given aggregation level and subframe. Example values for both
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are suggested in Annex C4, where simulation results show that improved multiplexing efficiency is achieved compared to the use of equation 3.2.  
Both
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could be determined by formula, or alternatively they could be configurable on a UE-specific basis. This would allow the frequency domain location and number of PRBs in the search space for any candidate to be adjusted to meet scheduler requirements. However, full flexibility may not be needed. For example, the value of
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could be the same for any candidate with the same aggregation level. It is also not so clear that explicit configuration of different values per subframe would be needed. It may also be sufficient to restrict 
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to correspond to PRB pair boundaries).

As additional points on equation 3.3 we note the following

· Keeping the formulation
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would mean that even if multiple candidates with a given aggregation level are configured with the same values of both
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, as might be desirable in some scenarios, they would still have different locations in the search space, since they have different values of m. However, successive candidates would still be adjacent in eCCE space. As noted in [3], blocking may be reduced by introducing some separation, in which case we could replace m by a function of m: 
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· For a given ePDCCH load, the scheduler can balance blocking probability and multiplexing efficiency for aggregation levels 1 and 2 by suitable choice of  
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· The “mod” operations ensure that the set of eCCES for each candidate lie within the required bounds, irrespective of the value of 
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An example search space allocation per aggregation level (in PRBs) which could be configured is shown below:
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Given reasonable flexibility in configurability it would be possible for the scheduler to choose parameters which keep localized and distributed ePDCCH in separate PRB pairs, or to allow PRB pairs to be shared. For example, assuming the respective final ePDCCH designs are compatible, it may be advantageous for multiplexing efficiency to configure sharing of the distributed ePDCCH resources (at the PRB level) with localized transmission for aggregation levels 1 and 2. 
3.4. Performance tradeoffs
If it is desired to support frequency selective scheduling of ePDCCH in response to frequency selective fading, then there should be enough candidates in each part of the spectrum to avoid blocking. With only 6 (or 3) candidates in total per aggregation level this is not easily achievable. Doubling the number of blind decodes for each aggregation level to 12, 12, 6 and 6 respectively would significantly improve blocking probability as shown in Annex C5. Furthermore, this would be advantageous for sending multiple DCI messages to one UE (e.g. for both UL and DL resource allocation in the same subframe).
The effective number of candidates can be increased without increasing the total number of blind decodes performed by the UE if the allocation of blind decodes among the different aggregation levels can be reconfigured. For example, if a UE is known to have poor channel conditions, the number of candidates with aggregation level 1 or 2 could be decreased and the number of candidates for aggregation levels 4 or 8 could be increased. Such a reconfiguration could be semi-static.   

The multiplexing efficiency can be improved (at the expense of blocking performance) by reducing the values of
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 for aggregation levels 1 and 2, as shown in Annex C6.  
3.5. Other issues
In future, it may be desirable to consider transmission of DCI messages in a fraction of an eCCE, for example for very compact DCI formats or the use of 16-QAM. Provided eCCEs can be suitably sub-divided, the approach proposed here, for example based on equation 3.3 would be compatible with the use of aggregation levels smaller than 1 (e.g. L= 0.5 or 0.25).  
Particularly at low traffic levels, there may be some multiplexing efficiency benefit in being able to use both localized and distributed ePDCCH within the same PRB pairs, at least for localized ePDCCH with aggregation levels 1 and 2. However, in order to avoid blocking effects, this could be achieved by allocating separate eCCEs for localized and distruibuted ePDCCH within a single PRB pair. The approach proposed here does not preclude this possibility.   
4. Conclusions
Considering the discussion above, and based on Release 11 principles for PDCCH, the following formula is proposed for defining the ePDCCH search space for localized transmission, in terms of the eCCEs for a given blind decoding candidate:-
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Here,
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 is aggregation level, m is the candidate, f(m) is a function which determines the separation between successive candidates of the same aggregation level (where f(m)=m would lead to adjacent candidates), 
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 is the total available number of CCEs for subframe 
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 (determined by the system bandwidth), 
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is the number of eCCEs within which a given candidate may be located and
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is an offset within the total set of eCCEs. 
The parameters 
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could be configurable for each candidate and aggregation level, for example in order to match the ePDCCH traffic load. Exact details of the configuration, such as the supported range of values and any restrictions would be FFS and some of these issues are addressed in [3]. Alternatively, these parameters could be determined by formula.
In addition, we conclude that in order to support frequency selective scheduling in response to frequency selective fading, consideration should be given to increasing the number of blind decodes in order to improve blocking performance and multiplexing efficiency. The effective number of candidates can be increased without increasing the total number of blind decodes performed by the UE, if the allocation of blind decodes among the different aggregation levels can be reconfigured semi-statically.
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Annex A: Extracts from 36.213

Extract 1

9.1.1 PDCCH Assignment Procedure

The control region of each serving cell consists of a set of CCEs, numbered from 0 to 
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 according to Section 6.8.1 in [3], where 
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 is the total number of CCEs in the control region of subframe 
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. The UE shall monitor a set of PDCCH candidates on one or more activated serving cells as configured by higher layer signalling for control information in every non-DRX subframe, where monitoring implies attempting to decode each of the PDCCHs in the set according to all the monitored DCI formats. 

The set of PDCCH candidates to monitor are defined in terms of search spaces, where a search space 
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 is defined by a set of PDCCH candidates. For each serving cell on which PDCCH is monitored, the CCEs corresponding to PDCCH candidate m of the search space 
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[Equation A.1 – reference added for convenence]
where
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 is defined below, 
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. For the UE specific search space, for the serving cell on which PDCCH is monitored, if the monitoring UE is configured with carrier indicator field then 
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 is the carrier indicator field value, else if the monitoring UE is not configured with carrier indicator field then 
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 is the number of PDCCH candidates to monitor in the given search space.

Extract 2: 
The aggregation levels defining the search spaces are listed in Table 9.1.1-1. The DCI formats that the UE shall monitor depend on the configured transmission mode per each serving cell as defined in Section 7.1.

Table 9.1.1-1: PDCCH candidates monitored by a UE.

	Search space 
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	Number of PDCCH candidates 
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	Type
	Aggregation level 
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	Size [in CCEs]
	

	UE-specific
	1
	6
	6

	
	2
	12
	6

	
	4
	8
	2

	
	8
	16
	2

	Common
	4
	16
	4

	
	8
	16
	2


For the common search spaces, 
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is set to 0 for the two aggregation levels 
[image: image62.wmf]4

=

L

 and 
[image: image63.wmf]8

=

L

.

For the UE-specific search space 
[image: image64.wmf])

(

L

k

S

 at aggregation level
[image: image65.wmf]L

, the variable 
[image: image66.wmf]k

Y

is defined by


[image: image67.wmf](

)

1

mod

kk

YAYD

-

=×


 [Equation A.2 – reference added for convenience]
where 
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 is the slot number within a radio frame. The RNTI value used for 
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 is defined in section 7.1 in downlink and section 8 in uplink.
Annex B: Simulation Assumptions

For the purposes of the simulation and analysis in this document we make the following assumptions for localized ePDCCH, unless otherwise indicated: 

· System bandwidth 50 PRB pairs

· Resources for possible ePDCCH transmission are configured as set of whole PRB pairs  

· The minimum unit of resource allocation for a DCI message on ePDCCH is one eCCE

· Up to four eCCEs can be multiplexed in a single PRB pair (i.e. 200 eCCEs in 50 PRB pairs)
· The supported aggregation levels (in eCCEs) are 1, 2, 4 and 8.
· As in PDCCH, the starting position for a DCI message (in eCCEs) must be a multiple of the aggregation level and thus:-

· Four DCI messages of aggregation level 1 can be multiplexed in 1 PRB pair   

· Two DCI messages of aggregation level 2 can be multiplexed in 1 PRB pair   

· One DCI messages of aggregation level 4 is transmitted in 1 PRB pair   

· One DCI messages of aggregation level 8 is transmitted in 2 adjacent PRB pairs   

· The average probabilities of eNodeB selection of each aggregation level for any DCI message are respectively 0.45, 0.35. 0.15. 0.05

· In a given subframe a given UE is scheduled with only one DCI message on ePDCCH 
· For modeling scheduling of ePDCCH in response to frequency selective fading, we assume that 40% of the PRBs pairs in the system bandwidth are suitable for ePDCCH transmission to a given UE. These PRBs are contiguous, with a randomly selected starting position per UE. 

· We assume that if there are no available eCCEs corresponding to the candidates for the aggregation level selected by the eNodeB for a given DCI message, then the DCI message is not transmitted and blocking occurs. We note that, in practice, a “blocked” DCI message might be transmitted at a higher aggregation level but this would be sub-optimal in terms of resource usage.    

Annex C: Detailed Simulation Results
In this section we present results for following:
· Average blocking probability: The average of the ratio of the number of DCI messages that cannot be scheduled in a given subframe to the number of DCI messages to be transmitted
· Average of wasted PRB pairs: The additional number of PRB pairs used per subframe for ePDCCH transmission, beyond those which would be needed if 100% multiplexing efficiency could be achieved

· Average multiplexing efficiency: The ratio between the total number eCCEs actually transmitted and the total number of eCCEs in the PRB pairs used for ePDCCH transmission

The number of DCI messages per subframe is the number offered for transmission, but these are not necessarily all transmitted.

C1. ePDCCH following “Release 10 PDCCH”, without frequency selective fading
· There is no need for frequency selective scheduling i.e. any DCI message for localized transmission can be scheduled in any PRB pair .
· The aggregation levels are 1, 2, 4 and 8.
· The number of blind decoding candidates for each aggregation level are 6, 6, 2 and 2 respectively.

· The ePDCCH search space is configured according to equation 3.1, with
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C2. ePDCCH following “Release 10 PDCCH”, with frequency selective fading and scheduling

· Conditions as in Annex C1 except for:

· Frequency selective fading and scheduling both apply i.e. any DCI message for localized transmission can be scheduled in any PRB pair within the 40% of PRB pairs considered suitable for that UE in that subframe.

· The set of suitable PRB pairs changes randomly per E and from subframe to subframe 

· Note that the vertical scale for blocking probability extends to 100%
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C3. Candidates distributed in the frequency domain

· The number of blind decoding candidates for each aggregation level are 6, 6, 3 and 3 respectively
· The ePDCCH search space is configured according to equation 3.2, with
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are according to the following table:
	
	Candidate number: m

	
	0
	1
	2
	3
	4
	5

	Aggregation level: L
	1
	0
	32
	64
	100
	132
	164

	
	2
	0
	16
	32
	48
	64
	80

	
	4
	0
	16
	32
	-
	-
	-

	
	8
	0
	8
	16
	-
	-
	-
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C4. Non-overlapping search spaces per aggregation level
· Conditions as in Annex C3 except for

· The ePDCCH search space is configured according to equation 3.3, with
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are according to the following table:
	
	Candidate number: m

	
	0
	1
	2
	3
	4
	5

	Aggregation level: L
	1
	0
	0
	64
	64
	128
	128

	
	2
	4
	4
	36
	36
	68
	68

	
	4
	6
	22
	38
	-
	-
	-

	
	8
	6
	14
	22
	-
	-
	-


· The values of 
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for each aggregation level are 8, 16, 24, and 16 respectively.
Search space allocations per aggregation level (in PRBs):
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C5. Non-overlapping search spaces with increased blind decodes

· Conditions as in Annex C4 except for

· The numbers of blind decoding candidates for each aggregation level are increased to 12, 12, 6 and 6 respectively.

· The values of 
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are according to the following table:
	
	Candidate number: m

	
	0
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11

	Aggregation level: L
	1
	0
	0
	0
	0
	64
	64
	64
	64
	128
	128
	128
	128

	
	2
	4
	4
	4
	4
	36
	36
	36
	36
	68
	68
	68
	68

	
	4
	6
	6
	22
	22
	38
	38
	-
	-
	-
	-
	-
	-

	
	8
	6
	6
	14
	14
	22
	22
	-
	-
	-
	-
	-
	-


[image: image93.png]Blocking probability

0.1
0.09
0.08
0.07
0.06
0.05
0.04
0.03
0.02
0.01

5

7

9

11 13 15 17 19 21 23 25 27 29
DCl messages per subframe




[image: image94.png]Wasted PRB pairs

12

10

5

7

9

11 13 15 17 19 21 23 25 27 29

DCl messages per subframe




[image: image95.png]0.9

Y
o
=)

0.7
0.6
0.5
0.4
03
0.2
0.1

Multiplexing efficienc:

5 7 9 11 13 15 17 19 21 23 25 27 29

DCl messages per subframe





C6. Non-overlapping search spaces with increased blind decodes but reduced search space

· Conditions as in Annex C5 except for 
· The values of 
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for the first two aggregation levels are reduced, giving 4, 8, 24, and 16 respectively
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