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1. Introduction

The following was agreed at RAN1#70 in relation to EPDCCH search space design:

· An ePDCCH set is defined as a group of N PRB pairs

· Working assumption: N = {1 for localised (FFS), 2, 4, 8, 16 for distributed (FFS), …} 

· A distributed ePDCCH is transmitted using the N PRB pairs in an ePDCCH set

· A localized ePDCCH shall be transmitted within an ePDCCH set

· FFS whether a localised ePDCCH can be transmitted across more than one PRB pair

· K ≥ 1 ePDCCH sets are configured in a UE specific manner

· Maximum number for K is selected later among 2, 3, 4, and 6

· The K sets do not have to all have the same value of N

· The total number of blind decoding attempts is independent from K

· The total blind decoding attempts for a UE should be split into configured K ePDCCH sets

· Each ePDCCH set is configured for either localized ePDCCH or distributed ePDCCH

· The K sets consist of KL sets for localized ePDCCH and KD sets for distributed ePDCCH (where KL or KD can be equal to 0), and not all combinations of KL and KD are necessarily supported for each possible value of K

· Details FFS

· PRB pairs of ePDCCH sets with different logical ePDCCH set indices can be fully overlapped, partially overlapped, or non-overlapping. 
Note that excessive configurations should be avoided. 

Note that the details of the second subbullet are dependent on the conclusions on eREG definition. 

Note that it may be possible to forbid certain combinations of N and K

Note that the used values of N and K may depend on the system bandwidth. 

This document evaluates the performance based on the above agreement/working assumption. The focus is on localized EPDCCH for normal subframes with 4 eCCEs per PRB pair.
2. Assumptions
Since some points above may be open to interpretation, we make some clarifying and simplifying assumptions here. One important aspect is the definition of an “EPDCCH set”. The following is proposed, and adopted for discussion purposes in this document:-
An “EPDCCH” set is characterised by the following features:-

· A number of EPDCCH sets (K) may be configured

· An EPDCCH set consists of a number of PRB pairs (N)
· The location of the set within the system bandwidth may be configured

· As a special case, the locations of all the configured sets is determined by a single configuration parameter

· The N PRB pairs may be organised as a number clusters of PRB pairs

· The number of clusters may be fixed, determined by a rule, or configurable

· We assume that the clusters are of equal size

· As a special case there is only one cluster of PRB pairs in a set  

· The separation between clusters may be fixed, determined by a rule, or configurable

· As a special case the separations between clusters are equal (or approximately equal)

· As a further special case the separation between clusters is zero 

· An EPDCCH set may contain one or more blind decoding candidates for one or more aggregation levels 

· The aggregation levels and candidates in a given set may be fixed, determined by a rule or configured

· As a special case there is only one aggregation level per set

· As a further special case there is only one candidate per set

· The set of possible locations within a set for a given candidate and aggregation level may be  fixed, determined by a rule or configured

· As a special case, candidates may be located in any of the PRB pairs in a set  

· Simplification in configuration may be possible by sharing parameters between sets. For example different sets may be identical except for their frequency domain locations 

Most of the different schemes proposed so far can be described in terms of the configuration parameters or rules used to define the EPDCCH sets and organisation of blind decoding candidates within them    

For discussion purposes, the following approaches to configuration of the localized EPDCCH search space are identified:
· Alt 1: Each set consists of adjacent PRB pairs and corresponds to one or more candidates with a given single aggregation level. The potentially configurable (or implied) parameters are:-
· The aggregation level

· The number of candidates

· The number of PRB pairs in the set

· Location of the set in the frequency domain 
· Alt 1a: as for Alt1, but where a set can correspond to more than one aggregation level 
· Alt 1b: as for Alt 1a, but where different PRB pairs within the set may be allocated to candidates of different aggregation levels   
· Alt 2: Each set consists of distributed clusters of PRB pairs and corresponds to one or more candidates with a given aggregation level. The potentially configurable (or implied) parameters are:-
· The aggregation levels of the candidates
· The number of candidates for each aggregation level
· The number of PRB pairs in the set

· Location of the set in the frequency domain
· The number of PRB pair clusters

· The frequency domain separation(s) between PRB clusters 

· Alt 2a: as for Alt2, but where a set can correspond to more than one aggregation level 

· Alt 2b: as for Alt 2a, but where different PRB pairs within the set may be allocated to candidates of different aggregation levels   
We note that while effectively identical configurations can be achieved in several different ways, Alt1 would be more easily applicable for localized EPDCCH, while Alt 2 could be used for both localized and distributed.  Further, Alt1 could be considered as a special case of Alt2 with the separation between clusters fixed at zero. 
Various configurations of search space are evaluated, including some presented elsewhere [1-7] (see Annexes A, B and C), and each one is characterized under each of the above alternative configuration approaches.  Some additional assumptions are listed below:-    
· Only localized EPDCCH is considered in the performance analysis
· The focus here is on a system bandwidth of 10MHz. Some different configurations may be suitable for 20MHz.
· The search space design and basic simulation assumptions from [1] are used as a basis. In particular, frequency domain  scheduling in a frequency selective channel is assumed
· The best case multiplexing efficiency is obtained by assuming that any PRB pair not used by EPCCH, including partly used RBGs, can be used for other purposes.

· The worst case multiplexing efficiency is obtained by assuming that remaining PRB pairs in RBGs partly filled by EPDCCH cannot be used for other purposes (e.g. due to PDSCH resource allocation restrictions). 

· In practice the actual multiplexing efficiency will lie between the worst and best cases.  

3. Discussion of Results

The different configurations evaluated are described in Annex B, with performance results in Annex C and a summary in Annex A. Some of these explore options outside the current agreements and working assumption above.
We note that some important factors in determining performance, identified during the simulation work reported here, are:

· the distribution of candidates across the frequency domain 
· arranging for the sets of PRBs allocated for EPDCCH to align with RBG boundaries improves the worst case efficiency, reducing the number of RBGs partly filled with EPDCCH.  
· separation of candidates with low and high aggregation levels in different PRB pairs is advantageous for blocking performance 
· if successive candidates for a given aggregation level are separated in the search space, rather than adjacent (as in Rel 8 PDCCH)  significantly improved performance is obtained, particularly where candidates with different aggregation levels share the same PRBs.  
We found that configurations identified as 3, 11, 13, 14, 15, 17, 18, 19 all give good performance with respect to some aspect of blocking and/or efficiency. However, only configurations 11, 13, 14 and 18 are consistent with at least one interpretation of the agreements and working assumptions from RAN1#70. These are listed here:- 
	
	Parameters assuming Alt 1a
	Parameters assuming Alt 1b
	Parameters assuming Alt 2a

	Configuration ID
	Number of sets K
	Values of N
	Number of sets K
	Values of N
	Number  of sets K
	Values of N

	11
	6
	3,4
	3
	4
	2
	9,12

	13
	6
	1,2
	3
	3
	2
	3,6

	14
	6
	2,4
	3
	6
	2
	6,12

	18
	8
	1,2
	4
	3
	2
	4,8


Table 1: Configurations with good performance and consistent with agreements and working assumptions
Configuration 11 is mainly of interest because of its good worst case multiplexing efficiency, but Configurations 13 or 18 have much better best case multiplexing efficiency, for example, Configuration 13 would be suitable for low levels of EPDCCH traffic, while configuration 14 could be employed with higher loading. Alternatively, multiple instances of Configuration 13 could be deployed (with different Us assigned to each instance).
Configuration 18 has similar performance to configuration 13, and multiple instances could be employed to handle higher control channel loads.  It also has the potentially attractive feature that the arrangement of PRBs in the frequency domain could match that of distributed EPDCCH with diversity order=4. This would be compatible with sharing PRBs and/or RBGs between localized and distributed transmission.  Note that configuration 19 could be considered for high loads (as a possible alternative to two instance of configuration 18), but this would require modifying agreements/working assumptions. The main disadvantage of Configuration 18 is the mismatch between the assumed numbers of candidates and the number of PRB clusters. This inconvenience could be addressed by increasing the number of blind decodes per aggregation level (to be a multiple of 4) or making the allocation of candidates between aggregation levels configurable.     

On the basis of the results obtained here, there seems no major contradiction with the current working assumptions on EPDCCH search space in relation to localized transmission. However, in order to facilitate further discussion it would be worth clarifying the definition of a an EPDCCH set, for example considering which of the alternatives in section 2 is/are applicable. Depending on the final outcome of such discussion, it may be worth considering support for values of N which are a multiple of 3, which could make it easier to match sets of PRBs allocated for EPDCCH to RBG boundaries.  In terms of the configurations which are necessary for efficient system operation, Configuration 18 (or something similar) may be sufficient, at least for 10MHz system bandwidth. This can be described as consisting of two sets of PRBs, distributed in clusters across the frequency domain, with N=4 and N=8 respectively. The first set carries aggregation levels 1 and 2 and the second set carries aggregation levels 4 and 8.     
4. Conclusions

Based on the results and analysis presented here we reach the following conclusions:

· The analysis presented here does not directly contradict the current working assumptions on EPDCCH search space in relation to localized transmission, at least for a system bandwidth of 10MHz. 
· In order to facilitate further discussion it would be worth clarifying the definition of  an EPDCCH set, for example considering which of the alternatives in section 2 is/are applicable. 
· Depending on the final outcome of discussions, and consideration of different system bandwidths, it may be worth revisiting some aspects of the working assumptions. For example, support for values of N which are a multiple of 3 could be considered, which could make it easier to match sets of PRBs allocated for EPDCCH to RBG boundaries for system bandwidths larger than 5MHz.  

· One particularly promising configuration (Configuration 18) is identified, with both good performance and potential compatibility with distributed EPDCCH. This can be described as consisting of two sets of PRBs, with N=4 and N=8 respectively. This (or a similar solution) may be sufficient for efficient support of localized EPDCCH, at least for 10MHz system bandwidth.
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ANNEX A: Summary comparison of different localized EPDCCH configurations
Table A1: Characterization of the different configurations according to different assumptions on parameters K and N  
	
	Parameters assuming Alt 1
	Parameters assuming Alt 1a
	Parameters assuming Alt 1b
	Parameters assuming Alt 2
	Parameters assuming Alt 2a
	Parameters assuming Alt 2b

	Configuration ID
	Number of sets K
	Values of N
	Number of sets K
	Values of N
	Number of sets K
	Values of N
	Number of sets K
	Values of N
	Number  of sets K
	Values of N
	Number  of sets K
	Values of N

	3
	12
	2,4,6
	12
	2,4,6
	3
	16
	4
	6,12,18
	4
	6,12,18
	1
	48

	10
	12
	2
	3
	2
	3
	2
	4
	6
	1
	6
	1
	6

	11
	12
	3,4
	6
	3,4
	3
	4
	4
	9,12
	2
	9,12
	1
	12

	12
	12
	4
	3
	4
	3
	4
	4
	12
	1
	12
	1
	12

	13
	12
	1,2
	6
	1,2
	3
	3
	4
	3,6
	2
	3,6
	1
	9

	14
	12
	2,4
	6
	2,4
	3
	6
	4
	6,12
	2
	6,12
	1
	18

	15
	12
	1,2
	12
	1,2
	3
	6
	4
	3,6
	4
	3,6
	1
	18

	16
	14
	2
	4
	2
	4
	2
	4
	6,8
	1
	8
	1
	8

	17
	12
	6
	3
	6
	3
	6
	4
	18
	1
	18
	1
	18

	18
	14
	1,2
	8
	1,2
	4
	3
	4
	4,6
	2
	4,8
	1
	12

	19
	14
	2,4
	8
	2,4
	4
	6
	4
	8,12
	2
	8,16
	1
	24


Green indicates compatibility with current agreements/working assumptions
Table A2: Summary of the performance of different configurations 
	
	
	10 DCI messages per subframe
	25% average blocking probability

	Configuration ID
	Total PRBS available for EPDCCH
	Average Blocking Probability 
	Worst case blocking probability
	Best case Efficiency
	Worst case Efficiency
	DCI messages  per subframe
	Worst case blocking probability
	Best case Efficiency
	Worst case Efficiency

	3
	48
	0.0125
	0.033
	0.60
	0.27
	> 30
	0.103
	0.63
	0.31

	10
	6
	0.23
	0.67
	0.63
	0.39
	11
	0.69
	0.65
	0.41

	11
	12
	0.146
	0.47
	0.58
	0.44
	16
	0.63
	0.65
	0.55

	12
	12
	0.107
	0.50
	0.55
	0.30
	22
	0.75
	0.65
	0.41

	13
	9
	0.22
	0.30
	0.85
	0.47
	11
	0.34
	0.87
	0.50

	14
	18
	0.088
	0.134
	0.67
	0.39
	21
	0.34
	0.84
	0.56

	15
	18
	0.061
	0.179
	0.66
	0.37
	28
	0.44
	0.85
	0.64

	16
	8
	0.173
	0.64
	0.56
	0.33
	15
	0.76
	0.65
	0.40

	17
	18
	0.072
	0.38
	0.53
	0.30
	> 30
	0.73
	0.64
	0.57

	18
	12
	0.162
	0.24
	0.78
	0.36
	14
	0.31
	0.85
	0.47

	19
	24
	0.068
	0.178
	0.63
	0.33
	28
	0.32
	0.84
	0.57


· All configurations assume a maximum of 6 blind decoding attempts for aggregation levels 1 and 2, and 3 blind decoding attempts for aggregation levels 4 and 8  

· The average blocking probability is the probability that a given additional DCI message cannot be scheduled, averaged over all the aggregation levels   

· The worst case blocking probability is the highest average blocking probability for any of the aggregation levels

· The best case efficiency is the average of the number of eCCEs transmitted, divided by the number of PRB pairs occupied by EPDCCH, divided by the number of ECCEs per PRB pair (i.e. 4). This would be applicable if all the PRBs not partly occupied by EPDCCH can be used for other purposes (e.g. PDSCH).    

· The worst case efficiency assumes that none of the other PRBs in RBGs partially occupied by EPDCCH can be used for any other purpose.

· The potential number of channel estimates assumes that the search space is constrained such that candidates with different aggregation levels share the same ports as far as possible. If the number of channel estimates is limited, this would limit the allowed configurations.

· Green indicates particularly good performance, while Orange indicates a moderate performance level which may be of interest  
· Configurations 3, 11, 13, 14, 15, 17, 18, 19 all give good performance with respect to some aspect blocking and/or efficiency. However, only configurations 11, 13, 14 and 18 are consistent with at least one interpretation of the agreements and working assumptions from RAN1#70.

Annex B: Details of configurations evaluated 
Configuration 3
The same as the option in Annex C4 presented in R1-124129. 

	Configuration 3

	PRB Set
	Number of PRB pairs
	PRB offset
	Aggregation level(s) of candidates

	1
	2
	0
	1,1

	2
	2
	16
	1,1

	3
	2
	32
	1,1

	4
	4
	2
	2,2

	5
	4
	18
	2,2

	6
	4
	34
	2,2

	7
	6
	6
	4

	8
	6
	22
	4

	9
	6
	38
	4

	10
	4
	12
	8

	11
	4
	28
	8

	12
	4
	44
	8


Channel estimates: 18 

Locations of blind decoding candidates in PRB pairs
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	10
	11
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	19
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	21
	22
	23
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	26
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	29
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	31
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	33
	34
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Configuration 10
Similar to schemes shown in R1-123120 and R1-123176

	Configuration 10

	PRB Set
	Number of PRB pairs
	PRB offset
	Aggregation level(s) of candidates

	1
	2
	0
	1,1,2,2,4,8

	2
	2
	18
	1,1,2,2,4,8

	3
	2
	30
	1,1,2,2,4,8


Channel estimates: 6
Locations of blind decoding candidates in PRB pairs
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	10
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Configuration 11

	Configuration 11

	PRB Set
	Number of PRB pairs
	PRB offset
	Aggregation level(s) of candidates

	1
	3
	0
	1,1,2,2,4

	2
	3
	18
	1,1,2,2,4

	3
	3
	30
	1,1,2,2,4

	4
	4
	0
	8

	5
	4
	18
	8

	6
	4
	30
	8


Channel estimates: 9

Locations of blind decoding candidates in PRB pairs
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Configuration 12
Similar to a scheme presented in R1-123616 (with 3 control regions)
	Configuration 12

	PRB Set
	Number of PRB pairs
	PRB offset
	Aggregation level(s) of candidates

	1
	4
	0
	1,1,2,2,4,8

	2
	4
	18
	1,1,2,2,4,8

	3
	4
	30
	1,1,2,2,4,8


Channel estimates: 6
Locations of blind decoding candidates in PRB pairs
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Configuration 13
Similar schemes presented in R1-123289 and R1-123552 (Alt 2)
	Configuration 13

	PRB Set
	Number of PRB pairs
	PRB offset
	Aggregation level(s) of candidates

	1
	1
	2
	1,1,2,2

	2
	1
	20
	1,1,2,2

	3
	1
	32
	1,1,2,2

	4
	2
	0
	4,8

	5
	2
	18
	4,8

	6
	2
	30
	4,8


Channel estimates: 12
Locations of blind decoding candidates in PRB pairs
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Configuration 14
	Configuration 14

	PRB Set
	Number of PRB pairs
	PRB offset
	Aggregation level(s) of candidates

	1
	2
	4
	1,1,2,2

	2
	2
	22
	1,1,2,2

	3
	2
	34
	1,1,2,2

	4
	4
	0
	4,8

	5
	4
	18
	4,8

	6
	4
	30
	4,8


Channel estimates: 12

Locations of blind decoding candidates in PRB pairs
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Configuration 15
	Configuration 15

	PRB Set
	Number of PRB pairs
	PRB offset
	Aggregation level(s) of candidates

	1
	1
	0
	1,1

	2
	1
	18
	1,1

	3
	1
	30
	1,1

	4
	2
	1
	2,2

	5
	2
	19
	2,2

	6
	2
	31
	2,2

	7
	1
	3
	4

	8
	1
	21
	4

	9
	1
	33
	4

	10
	2
	4
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	11
	2
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Channel estimates: 18
Locations of blind decoding candidates in PRB pairs
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Configuration 16
Similar to a scheme presented in R1-123487
	Configuration 16

	PRB Set
	Number of PRB pairs
	PRB offset
	Aggregation level(s) of candidates

	1
	2
	0
	1,1,2,4,8

	2
	2
	12
	1,2,2,4

	3
	2
	24
	1,1,2,8

	4
	2
	36
	1,2,2,4,8


Channel estimates: 8

Locations of blind decoding candidates in PRB pairs
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Configuration 17
	Configuration 17

	PRB Set
	Number of PRB pairs
	PRB offset
	Aggregation level(s) of candidates

	1
	6
	0
	1,1,2,2,4.8

	2
	6
	18
	1,1,2,2,4.8

	3
	6
	30
	1,1,2,2,4.8


Channel estimates: 6

Locations of blind decoding candidates in PRB pairs
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Configuration 18
	Configuration 18

	PRB Set
	Number of PRB pairs
	PRB offset
	Aggregation level(s) of candidates

	1
	1
	2
	1,1,2,

	2
	1
	14
	1,2,2,

	3
	1
	26
	1,1,2,

	4
	1
	38
	1,2,2,

	5
	2
	0
	4,8

	6
	2
	12
	4

	7
	2
	24
	8

	8
	2
	36
	4,8


Channel estimates: 15
Locations of blind decoding candidates in PRB pairs
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Configuration 19
	Configuration 19

	PRB Set
	Number of PRB pairs
	PRB offset
	Aggregation level(s) of candidates

	1
	2
	2
	1,1,2,

	2
	2
	14
	1,2,2,

	3
	2
	26
	1,1,2,

	4
	2
	38
	1,2,2,

	5
	4
	0
	4,8

	6
	4
	12
	4

	7
	4
	24
	8

	8
	4
	36
	4,8


Channel estimates: 15
Locations of blind decoding candidates in PRB pairs
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Annex C: Performance Results
Configuration 3
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Configuration 10
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Configuration 11
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Configuration 12
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Configuration 13
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Configuration 14
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Configuration 15
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Configuration 16
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Configuration 17
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Configuration 18
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Configuration 19
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