Nokia Internal Use Only
Nokia Internal Use Only
Page 8
Draft prETS 300 ???: Month YYYY


3GPP TSG RAN WG1 Meeting #70
R1-123653
Qingdao, China, 13th – 17th August, 2012 
Source: 
Nokia, Nokia Siemens Networks
Title:
Considerations on search spaces
Agenda item:
7.6.3
Document for: Discussion and Decision
1. Introduction

In this contribution, we present our understanding on how to design search spaces for the ePDCCH to allow multiplexing flexibility within the resources available for scheduling, while at the same time being able to keep the UE blind decoding complexity at a relatively low level. It should be noted that the below considerations are made with Rel’11 in mind. That is, a UE would be connected to a PCell that is carrying a legacy PDCCH for backwards compatibility. Hence, our understanding is that for Rel’11 work on the ePDCCH, standalone operation does not need to be supported or considered. As standalone operation for ePDCCH is not considered for Rel’11, the common search space will be located on the legacy PDCCH, so we have the baseline assumption that the legacy PDCCH will be decoded as well to maintain easy fall-back operation. Hence, the ePDCCH will introduce additional decoding complexity, and to utilize this to the most, we would also prefer that the ePDCCH UE specific search space is configurable to a large extend. That would also make future adjustments for Rel’12 work simpler.
2. Assumptions for the search space on the ePDCCH
For the subsequent discussions, we are making a number of assumptions which will serve as a baseline, and should just be seen as principle assumptions, upon which we base the arguments. As a starting point, the assumptions are:
1. A UE will be configured for monitoring a number of PRB pairs.
2. Multiple UEs can be configured to monitor the same set of PRB pairs.
3. The smallest allocation unit that can be assigned for a DCI is an enhanced CCE (eCCE).
4. One PRB pair will be able to carry independent scheduling information (DCI) for multiple UEs.
The first assumption is based on the fact that a UE at any time should be aware of a limited amount of resources that it will be monitoring for detecting the ePDCCH. In a companion contribution [1] we discuss what kind of signalling is needed for the configuration of the PRB pairs. Correspondingly, the second assumption is based on the understanding that for maximum possibility for potentially releasing non-used ePDCCH resources back to the PDSCH domain, we should target at having a set of users monitoring the same set of resources for potential ePDCCH allocations (meaning that we have the option to “pack” user allocations within a limited set of physical resources). The third assumption is based on the reasoning also used for the current Rel’8 definition of the search space definitions. Such smallest allocation unit for the ePDCCH would in our understanding be approximately the same size as is used for LTE Rel’8 (assuming that the DCI size is roughly the same). The fourth assumption is based on the observation that multiple eCCEs will be able to fit into the amount of physical resources provided within a single PRB pair.
To illustrate the above assumptions, we have compiled them into a single figure, which is shown in Figure 1, where we have also shown the potential location of the legacy PDCCH, which may be zero-sized for any potential new carrier types. Further, we have taken the assumption that one PRB pair would be able to carry 4 eCCEs (which would fit to the assumption of eCCE having roughly the same size as a CCE used for legacy PDCCH). For further discussion on how to construct the eCCE from physical resources see our contributions on eREG / eCCE definition and mapping [2] [3]. In the figure, we have shown a total of 4 PRB pairs assigned for the ePDCCH area. These resources could be uniformly or non-uniformly distributed over the bandwidth. The central point for the distribution of the ePDCCH resources is that they provide some decorrelation over the frequency domain to allow for potential frequency domain scheduling gains or frequency domain averaging.
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Figure 1 Illustration of the assumptions of the structure of the physical resources being allocated to the ePDCCH. It should be noted that the area of Legacy PDCCH could be zero-sized for any new carrier types, and we have assumed that one PRB pair would be able to carry 4 eCCEs.

Further, we will as a starting point assume that any UE in connected mode will have at least one carrier (PCell) supporting the legacy PDCCH, such that the need for common search space is not present for the ePDCCH. Correspondingly, we will assume that any UE supporting the ePDCCH will be able to use at least part of the legacy PDCCH search space for locating scheduling information.
With this starting point, we will present some considerations on the construction of the search spaces for the ePDCCH in the following section.
3. UE specific search space definitions for the ePDCCH
As shown in the illustration in Figure 1, we have the assumption that there will be a number of PRB pairs allocated or configured for the ePDCCH seen from a single UE perspective. Other UEs may be sharing a fraction or the full set of PRB pairs allocated for a given UE. It should be remembered that the set of physical resources provided for the UE as search spaces just serves as possible allocations, and that they may be used by the eNB for other purposes such as scheduling other UEs or even for user data as PDSCH resources.

3.1 Definition of the available resources

As a starting point, we will assume the structure presented in Figure 1, where 4 PRB pairs are configured for one UE to monitor. This configuration should present sufficient options for selecting a PRB pair that is potentially seen to have superior frequency domain conditions, and would therefore provide the needed FDPS gains that are also highlighted as one design target for the ePDCCH. Further, we would assume that the 4 eCCEs that are located within a single PRB pair are offered the same possibility for being aggregated by combining physical resources to effectively lower the code rate, and thereby provide means to also provide coverage. This approach is shown in Figure 2, where a total of 7 fundamental search space candidates (or rather ePDCCH candidates) are shown for each PRB pair. 
To ease discussion, we have used a numbering scheme that allows for easy referencing. In this scheme, we have used the numbers 0-3 for the smallest allocation units, which we will denote eCCE. If two of these are combined, we will be using numbers 4-5 to reference these, and in case all resources within a PRB pair are aggregated, we will use index 6 to refer to this aggregation level. It should be noted that this numbering scheme is somewhat different from the current Rel’8 numbering scheme, but will allow for simpler referencing when discussing options. Hence, in the following discussions, we will refer to a physical resource provided by this structure as (PRB_pair_index, allocation_index), where the PRB_pair_index can take values from a-d, while the allocation_index can take values from 0-6. Of course, the numbering scheme could also be divided into separate aggregation level numbering, but as we see the current structure, it would not really make sense to adopt this structure (as we have a tight coupling between the aggregations within a single PRB pair). 
This structure would provide for each potential DCI format a maximum of 28 search space candidates that are localized in a single PRB pair and therefore of aggregation level up to 4. In addition, more candidates may be defined by aggregating eCCEs across multiple PRB pairs (hence, for AL>1) as well as distributed ePDCCH allocation, where the eCCE is not contained in several PRB pairs. In the following, we will present a set of considerations on how to construct the search space based on this structure, while at the same time being able to utilize or offer properties such as coverage, link adaptation freedom and frequency domain scheduling for ePDCCH as well as offering distributed transmissions.
As a starting point for our discussions, we will propose that each UE is assigned a per-UE defined “anchor E-CCE”, which will to a large extend have the same functionality as the random parameter Yk defined for the Rel’8 UE specific search space, as the subsequent search space candidates are derived from this anchor point. The anchor point facilitates defining a UE specifically configurable search space with minimal signalling overhead. At the same time, the anchor point approach will ensure a certain level of distribution of the UE specific search spaces across the eCCE resources. This distribution of the resources is created using randomization by the C-RNTI for the legacy PDCCH, but as the PRB pair resources are configurable on a per-UE level, the search space should in a similar way also be configurable to ensure that the eNB has as much control of the ePDCCH resources as possible.
Proposal 1: When constructing the search space definitions for the ePDCCH, the UE should be assigned an anchor eCCE, which will act as a reference in terms of deriving the remaining search space candidates. The anchor eCCE would be referring to a PRB pair as well as a logical eCCE within this PRB pair.
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Figure 2 Illustration of the ePDCCH structure when considering a number of PRB pairs available for ePDCCH, and at the same time offering the possibility to aggregate physical resources within a single PRB pair for improved coverage.
3.2 Addressing frequency domain scheduling potential
With the assumption of the anchor eCCE, we propose to include in the search space the same allocation_index on aggregation level 1 across the number of configured PRB pairs. This would provide a number of possibilities for allocating a UE according to the channel conditions that it is observing, and potentially utilize the frequency domain selectivity. Depending on the DCI sizes that should be carried on the ePDCCH and the overhead from other signals and channels such as CRS, PDCCH, and CSI-RS, the frequency domain scheduling option should also be possible to be shifted to aggregation level 2, such that the FDPS option is available with a suitable coding rate in a variety of cases. Such operation is facilitated by shifting the whole search space to higher aggregation level according to e.g. a threshold value on the resulting effective code rate from the DCI size and other signals and channels present in the PRB pairs.
Proposal 2: The search space creation across PRB pairs should be based on the allocation_index from the logical anchor E-CCE for allowing frequency domain scheduling.
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Figure 3 Illustration of the proposed search space positions defined to utilize the frequency domain scheduling gains. The anchor E-CCE is marked with orange (on the ePDCCH_a with allocation_index=2), while the derived search space positions are marked with green.
3.3 Addressing coverage and link adaptation

Again, with the assumption of the anchor eCCE, we propose to create higher aggregation level candidates into the search space by expanding from the anchor point eCCE.. This principle is shown in Figure 4, where the allocation_index of 2 will create potential allocation positions at index 2, 5, and 6. In case the anchor allocation index of “1” had been chosen/assigned, the potential positions would be at indices 1, 4, and 6. With this approach, we will still have a clustering of allocations, such that we will have the possibility to minimize the fragmentation caused by different UE allocations under different conditions. Other UE would have other PRB pairs defined as their anchor E-CCE, meaning that they would have their coverage option defined on a separate frequency, and the blocking probability for such users would be lower. Of course, the blocking probability will scale according to the number of PRB pairs configured for the search space as well as the probability of using aggregation levels higher than 1. With this tree-like structure on expanding the search space starting from the anchor point we also gain the benefit that the number of channel estimations required by the UE may be minimized.
Proposal 3: Within the anchor PRB pair, a number of aggregation levels should be assigned for search space for allowing link adaptation as well as for improving coverage.
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Figure 4 Illustration of the proposed search space positions defined to offer link adaption and provide coverage transmissions by using the proposed structure. The coverage transmissions are assumed to happen on the PRB pair with the anchor eCCE. The anchor eCCE is marked with orange (on the ePDCCH_a with allocation_index=2), while the derived search space positions are marked with green.
3.4 Addressing frequency distributed transmissions

The situation where frequency distributed transmissions are needed would typically be reflecting cases where the eNB has little information on the instantaneous channel conditions at the UE. Our starting point for these UE would be that they should be scheduled using the legacy PDCCH, as this would provide high degree of diversity as well as offering robust channel coding up to aggregation level 8. However, to also be able to support frequency distributedtransmissions with the ePDCCH, we propose that it is possible to map the (logical) eCCEs to distributed eCCEs. The search space may then be composed starting from the anchor eCCE in the logical eCCE domain, which is then possible to be mapped to either localized or distributed eCCEs. The concept of logical, localized, and distributed eCCE is explained in our other contribution on the RE to eREG/eCCE mapping [2,3]. 
Proposal 4: To allow for frequency distributed transmissions, the search space is defined on the logical eCCEs, which can be mapped to either localized or distributed eCCEs. Therefore, distributed ePDCCH is also supported on all aggregation levels.
3.5 Search space candidates and number of blind decodings

There is always a compromise between the search space candidates and the number of blind decodings. In order to reduce the set of candidates we have used the concept of an UE-specific anchor point that will define the starting point for a subset of all candidates for each aggregation level. Another thing that will impact the search space is the actual number of PRB pairs configured for ePDCCH.

As we will not have any common search space for ePDCCH in Rel-11 we need to define only the UE-specific search space. We believe that an UE could be configured to decode candidates on both the USS for PDCCH as well on the USS for ePDCCH. On other occasions, it may be needed to be possible to configure the USS to be only monitored on the ePDCCH. For this purpose, it is desirable to have a configurable amount of search space candidates for the ePDCCH. Having said that, we also propose that the total number of blind decodings should be kept at the same level as what we have in Rel-10.
In figure 5 an example selection of candidate for 1, 2 and 4 PRB pairs is shown. The anchor point is given by an eCCE index and a PRB pair index. The candidates on each aggregation level are numbered given by the logical eCCE and PRB pair of the defined anchor point i, which is shown in red in the figure. Then the search space may be built by taking a configurable number of candidates on each aggregation level represented by contiguous candidate numbers starting from the anchor point. In the example of Figure 6 these numbers are chosen as 6, 2, 2, 1 candidates on AL 1, 2, 4, 8 respectively. In case there are less PRB pairs configured as the ePDCCH region of the UE, there may be not enough available candidates. In this case the total number of blind decodings is lower than the maximum (in the case of 1 PRB pair in this specific example). Here we take the same approach as we have done Re-8/9/10 and only define the maximum number of blind decodings corresponding to the largest number of control resources.
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Figure 5. Example UE specifically configured search space candidates for 1, 2 and 4 PRB pairs for localized ePDCCH allocation. The red color indicates the example UE’s anchor eCCE, orange candidates are active in the search space, that is further defined by configuring (up to) 6 candidates for AL=1, 2 candidates for AL=2, 2 candidates for AL=4, and 1 candidate for AL=8.
Fig 5 shows the logical ePDCCH candidates for each PRB pair. In case of one PRB pair there is no influence of the anchor point, every candidate is allowed. For two PRB pairs the anchor point steers the FDPS for AL1 and AL2. The actual number of candidates for these example cases is summarized in table 1-3.
	
	1 PRB pair
	2 PRB pairs
	4 PRB pairs

	AL 1
	4
	6
	6

	AL 2
	2
	2
	2

	AL 4
	1
	2
	2

	AL 8
	0
	1
	1


Table 1. Example numbers of search space candidates
For the case of distributed eCCEs, the mapping is further illustrated in Figure 6 for two different anchor point examples. 
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Figure 6 Example search space illustrations for the distributed eCCEs for two different anchor point configurations.
Note, that the anchor eCCE gives of course the priorities in the eCCE domain as such, whereas the anchor PRB pair defines the numbering of the candidates within a logical eCCE. Looking at the example of aggregation level AL=1, having the anchor in PRB pair one gives the order {1,2,3,4} on the rights side of Figure 6 – whereas for the case of the anchor PRB being the second one (left part of Figure 6) we get the order {2,1,4,3} as given by the tree-like structure of the anchor point concept in Figure 4. 

The examples in Figure 5 and 6 for localized and distributed allocation show the candidates given by the defined UE specific anchor point. In general, the candidates are selected by using the x lowest numbered candidates in Figures 5 & 6 given by the search space restriction. 

Example parameters for restricting the search space for the EPDCCH could take the naming according to xn,loc and xn,dist, where n is the aggregation level, which can potentially take values of 1, 2, 4, and 8, while loc and dist indices indicates whether the parameter is set for localised or distributed control channel candidates. The localized example in Figure 5 is given for x1,loc=6, x2,loc= x4,loc=2, x8,loc=1 and having no distributed search space candidates, whereas the distributed allocation example of Figure 6 is showing the case of x1, dist=6, x2, dist= x4, dist=2, x8, dist=1 with no distributed candidates. In general, it could be possible for a UE to configure a mix of localized and distributed candidates given by the single anchor point, where the overall search space size is given by the combination of the localized and distributed candidates xn=xn,loc+xn,dist. 
Proposal 5: For each serving cell on which ePDCCH is monitored the ePDCCH candidates on each aggregation level are numbered according to the anchor point so that the candidate corresponding to the UE specific anchor point is set to 1. The set of ePDCCH candidates to monitor are defined by the candidate numbers 1.. xn, where xn is the number of candidates on aggregation level n.
Proposal 6: To allow for frequency distributed transmissions, the search space is defined on the logical eCCEs, which can be mapped to either localized or distributed eCCEs with the corresponding number of candidates given by xn,loc and xn,dist. 
4. Conclusion
With the above considerations and proposals, we have proposed a set of candidates for search space definitions that will significantly reduce the number of UE blind decoding attempts, while at the same time offering the properties that have been highlighted in the current WI text for the ePDCCH. Hence, we propose that RAN1 considers the following proposals for the anchor point search space candidates for approval:

Proposal 1: When constructing the search space definitions for the ePDCCH, the UE should be assigned an anchor eCCE, which will act as a reference in terms of deriving the remaining search space candidates. The anchor eCCE would be referring to a PRB pair as well as a logical eCCE within this PRB pair.

Proposal 2: The search space creation across PRB pairs should be based on the allocation_index from the logical anchor E-CCE for allowing frequency domain scheduling.
Proposal 3: Within the anchor PRB pair, a number of allocation_index values should be assigned for search space for allowing link adaptation as well as for improving coverage.

Proposal 4: To allow for frequency distributed transmissions, eCCEs with the same allocation_index can be aggregated according to certain rules to create the supported aggregation levels higher or equal to 1.
Proposal 5: For each serving cell on which ePDCCH is monitored the ePDCCH candidates on each aggregation level are numbered according to the anchor point so that the candidate corresponding to the UE specific anchor point is set to 1. The set of ePDCCH candidates to monitor are defined by the candidate numbers 1.. xn, where xn is the number of candidates on aggregation level n.

Proposal 6: To allow for frequency distributed transmissions, the search space is defined on the logical eCCEs, which can be mapped to either localized or distributed eCCEs with the corresponding number of candidates given by xn,loc and xn,dist. 
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