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1. Introduction

At RAN1 #69, a series of agreements and working assumptions were reached about various aspects of the ePDCCH. This contribution discusses aspects related to the design of the control region and search space for the ePDCCH.

2. Enhanced control region elements

Some key aspects of the agreements from RAN1 #69 related to problem of control region and search space definition are listed below:

· At least for distributed transmission, the 144 REs for normal CP in a PRB pair in a normal subframe (not counting the 24 DMRS REs) are divided into one of {8,12,16,24 or 36} equal-sized non-overlapping resource element groups (eREG)

· An eCCE is formed by grouping of multiple eREGs 

· An eCCE groups eREGs located in multiple PRB-pairs
· For localized transmission, an eCCE is transmitted in one PRB-pair

· Distributed transmission should be supported also for aggregation level 1

Additionally the following way forward (until RAN1 #70) was agreed to:

· Aim to include the possibility to multiplex (from eNB perspective) localized and distributed ePDCCHs in the same PRB pair in the ePDCCH design (search space, antenna port mapping, eREG) if possible without unacceptable adverse impacts. 
The following working assumption was also agreed to:
· In distributed allocation, at least if spatial diversity is used, each eREG/RE index is associated by specification with one antenna port 
As described in [1], an eCCE is proposed to be the same size as a legacy CCE.  The eCCE being the same size as a legacy CCE is a key element in the design of the search space since it provides the ability to send a Rel-8 DCI message using roughly the same link adaptation granularity in terms of aggregation levels. The search space for any given aggregation level for a UE is defined in terms of CCEs and it would be beneficial to similarly define the search space in terms of eCCEs for the ePDCCH. Furthermore, an eCCE is formed by grouping multiple eREGs each of which is associated with a single antenna port. This has been agreed as a working assumption at least for distributed ePDCCHs. Using a similar scheme for localized transmission as well would allow the eREG to be used as a physical layer building block for both types of transmissions and allow a unified design. As discussed and proposed in [1], an eREG size of 9 and 8 REs for the normal and extended CP cases provides a good trade-off between performance, flexibility and logistical considerations. This results in an eCCE being composed of a group of 4 eREGs and a PRB-pair consisting of 16 eREGs [1]. 

As per the agreements and way forward above, eCCEs have two constraints. It must group eREGs in multiple PRB-pairs for distributed transmission and in the same PRB-pair for localized transmission. Additionally the possibility of both localized and distributed transmissions within the same PRB-pair is desirable.

As discussed in [1], it is preferable to map a distributed allocation to 4 PRB pairs as far as possible and use 2 antenna ports per PRB pair. This gives 8th order diversity for aggregation level two or higher. However, when the system bandwidth is low, e.g., 6 RBs, using 4 PRB pairs for the ePDCCH may lead to excessive overhead. Therefore, for these cases, it is preferable to have an eCCE span only 2 PRB pairs and 2 antenna ports per PRB pair. Therefore, we propose that a single eCCE for distributed transmission is sent over 4 eREGs distributed in a set of 2 or 4 PRB-pairs.

Specifically, a set is defined as a group of PRB pairs which an ePDCCH with distributed allocation is utilizing and can be configured to be either 2 or 4 RB. 

The entire enhanced control region for a UE consists of multiple sets of PRB-pairs where each set consists of 2 or 4 PRB-pairs as proposed above. The two or four PRB pairs in a set are spaced apart across the system bandwidth and are not contiguous in order to provide frequency diversity within an eCCE. However, when multiple sets are used, it is beneficial for the sets to be placed contiguously. For example, if set 1 has PRB-pairs {1, 13, 25, 37}, it is preferable for set 2 to have PRB-pairs {2, 14, 26, 38}. The reason for this preference is that when scheduling is done using type 0 resource allocations, the minimal scheduling block is an RBG that contains contiguous PRBs. When an ePDCCH uses one of the PRBs in an RBG, that RBG is not a clean RBG fully available for data. In the above example, set 1 occupies 4 different RBGs, which may be referred to as a cluster of 4 RBGs. Therefore, it is preferable that set 2 and any more sets necessary first use the same cluster of 4 RBGs before occupying new ones. Hence, in case a larger enhanced control region capacity is needed, a second cluster can be allocated and so on (see Figure 1).
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Figure 1 Illustration of the definition of sets and clusters where the number of sets in a cluster equals the RBG size and the number of PRBs per cluster is 4 (or 2). A distributed ePDCCH transmission is mapped within one set. If additional control resources are needed, then additional clusters can be configured. 
One of the key motivations of the ePDCCH is to be able to use beamforming with localized transmission for control information. In order to achieve this, the UE needs to be allocated some blind decodes to search for localized transmissions in addition to distributed transmissions. The number of combinations with which a localized or distributed transmission can be sent within the PRB-pairs allocated for ePDCCH can be quite high and it is necessary to manage this complexity. We suggest to signal a split of the control region configured to the UE into two parts, one for distributed and one for localized transmissions. The following is therefore proposed: 

Proposal: The eCCEs in a control region assigned to a UE is split into two parts, used to monitor distributed and localized transmissions respectively. 

It is possible to allocate only localized or only distributed search space to a UE but if this split is used, then also the number of blind decode attempts needs to be split in some way. A single possible BD split is preferable to avoid introducing too many options, but the details are FFS. 

To keep the number of blind decodes unchanged within each control region, the randomization of the blind decode candidates for each UE should be performed independently within the distributed and localized parts. This is preferable since the eNB may not have the requisite information to perform localized transmission for every UE. We therefore propose the following:

Proposal: Reuse legacy control channel randomization principle for both distributed and localized ePDCCH. 
Proposal: When applicable, randomization for blind decode candidate selection is performed independently within the distributed and localized parts of each control region. 

Further partitioning is also possible and could improve resource efficiency and reduce blocking probability, see the simulation results in Section 4.
3. Enhanced control region configuration

A control region example based on the enhanced control channel elements described in the previous section is shown in Figure 2 for a system bandwidth of 50 RBs. The smallest unit in the figure is an eREG. There are a total of 192 eREGs shown and numbered and hence 48 eCCEs available since 1 eCCE=4 eREG always. Distributed eCCE are obtained by grouping eREG from different PRB pairs within a set, resulting in eCCE#1 to eCCE#24. Localized eCCE are obtained by grouping eREG from the same PRB pair, resulting in eCCE#25 to eCCE#48, in this example. Hence, a pointer has been signaled to the UE that demarcates the split between the distributed and localized eCCE regions. The numbering of localized eCCE starts from the end to ensure that AL=4 is possible to aggregate within the same PRB pair in case the split is within a set as in this example. 

The figure also shows an example of AL=8 for distributed allocation (blue) and AL=2 for localized allocation (orange). Each eREG is associated with an antenna port, according to [3] and is shown in the figure next to the sets for localized (left) and distributed (right) allocations respectively.

As said above, the three sets reflect the RBG size of three for this bandwidth. Hence 4 RBG are used for this UEs control channel. If additional resources is needed, additional sets can be added as an additional cluster, where three sets of PRB-pairs form a cluster since the RBG size is 3 PRB-pairs. 
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Figure 2: Control region for system bandwidth of 50 RBs
Possible useful configurations including number of sets and clusters and the number of available eCCEs are shown in  REF _Ref331530466 \h 
 for various system bandwidths. The number of available CCEs for the same bandwidths is shown for the PDCCH in the last row of the table for reference. 

	RBs / RBG size =>
	6 / 1
	15 / 2
	25 / 2
	50 / 3
	100 / 4

	# of CLUSTERS
	1
	1
	1
	1
	1.5

	# of SETS
	1
	2
	2
	3
	6

	# RBs per SET
	2
	2
	4
	4
	4

	# of ePDCCH eCCEs 
	8
	32
	32
	48
	96

	Max # of PDCCH CCEs (2Tx/4Tx)
	6/5
	12/10
	21/18
	43/38
	88/77


Table 1: Available eCCEs for various configurations

4. Blocking Performance Evaluations

The blocking performance for the configuration shown in Figure 2

 REF _Ref331514925 \h 
 was evaluated and is shown in Figure 3. A total of 22 blind decodes were split between the distributed and localized allocations and DCI messages were transmitted to a set of UEs in each subframe. The probability of a UE requiring various aggregation levels was set to 0.6, 0.2, 0.15 and 0.05 for aggregation levels of 1, 2, 4 and 8 respectively. 

The left part of the figure shows the blocking probability as a function of the average number of DCIs per subframe. The curve labeled “X SF” in the figure corresponds to the probability that the DCI message was not able to be transmitted in X subframes where X = {1, 2, …, 9}. The right part of the figure shows the fraction of PRBs and RBGs utilized. An RBG that has even a single eCCE used is considered to be fully utilized for the purpose of this figure. Hence, this figure does not consider the benefits of the implicit RBG allocation proposal outlined in [2]. 

Rel-8 search space randomization is used independently over the sets of eCCEs in the distributed allocation section and the localized allocation section. The figures show that the definition of blocking matters significantly. The blocking probability reduces considerably as a greater number of attempts are allowed for an ePDCCH to be sent to a UE. The results show that the ePDCCH can be used for sending DCI messages to UEs with sufficiently low blocking probabilities. 
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Figure 3: Blocking probability and resource usage for ePDCCH control region of 12 PRB-pairs over 50 RB system bandwidth
Figure 4 shows the performance gains when the control region is divided into three equal partitions. For the simulated case corresponding to 50 RBs, this results in each partition containing exactly one set as in Figure 2. Results are shown for blocking defined as failure to transmit after 1 attempt or 5 attempts. The figures show that both blocking probability and resource utilization improve with increased partitioning. The gain is mainly due to the ability to minimize collisions and blocking that might occur at lower loads. With a single control region, the number of blind decodes for each aggregation level may not be sufficient to avoid blocking even at very low loads. 
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Figure 4: Blocking probability and resource usage for ePDCCH control region of 12 PRB-pairs over 50 RBs with control region split into 3 sub-regions and not split into multiple sub-regions.

5. Conclusion

Based on the discussion we have the following proposals:

Proposal: The eCCEs in a control region assigned to a UE is split into two parts, used to monitor distributed and localized transmissions respectively. 

Proposal: Reuse legacy control channel randomization principle for both distributed and localized ePDCCH. 
Proposal: When applicable, randomization for blind decode candidate selection is performed independently within the distributed and localized parts of each control region. 
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